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The purpose of this Data Qualification Statement is to provide data users with information on the specifications of data quality for the NARSTO-Northeast surface air quality and meteorological data collected by Environmental Science and Engineering at five sites. This version differs from version 2 by adding accuracy and precision information for NO, NOy, CO, and SO2 and from the July 26, 1996 version only by stating the data completeness statistics more accurately.  This statement provides summary information on data completeness and lower quantifiable limit (LQL), accuracy, and precision for for each reported observable.  Separate data qualification statements are to discuss surface air quality and meteorological data collected at four additional sites operated by others.



Note that among the different sets of data in the archive, there may be differences in the definitions of the data specifications.  For example, the LQL for the surface ozone data was estimated using three sigma of the variability of low concentration data; for the aircraft ozone data, one sigma was used.  We will resolve these differences in any revisions of these data qualification statements.



Ozone, NO, and NOy were determined at five locations; surface wind speed, wind direction, temperature, relative humidity, and precipitation were determined at four of these air quality locations (Sonoma Technology, Inc. provided data for wind speed, wind direction, temperature, relative humidity, and precipitation at the fifth location; discussed separately); and UV radiation was determined at five locations.  CO and SO2 were determined at Arendtsville only.  All observables were determined with 1-minute, 15-minute, and 60-minute resolution.



Sampling locations are reported in Roberts, et al. (1995).  Quality control test data are summarized by Edgerton (1996).  Results of systems audits and intercomparisons are provided by Cummings, et al. (1996).



Data Quality Objectives



Data quality objectives were established as shown in Table 1.



Table 1: Data Quality Objectives for Surface Air Quality and Meteorological Observables measured by ESE.

Observable�Completeness (%) for 1-hr data�Lower Quantifiable Limit (LQL)�Accuracy 

(greater of)�Precision��ozone�90�1 ppb� 3 ppb or 10%�1 ppb��NO�90�0.02 ppb�0.05 ppb or 10%�0.02 ppb��NOy�90�0.2 ppb�0.2 ppb or 10%�0.2 ppb��CO�85�50 ppb�25 ppb or 10%�15 ppb��SO2�90�0.2 ppb�0.2 ppb or 10%�0.2 ppb��wind speed�90�0.4 m/s�0.2 m/s or 10%�0.1 m/s��wind direction�90�NA�5 degrees�1 degree��temperature�90�NA�1 degree C�0.2 degree C��relative humidity�90�NA�5%�5%��UV radiation�90�NA�2%�2%��Note that the data completeness objective for CO is lower than the other observables because frequent zeros are needed to ensure proper baseline correction.



Data completeness



Data completeness for surface air quality and meteorological data can be defined as the percent of hours the monitors were collecting valid data throughout the complete period of operation of the monitor. Data completeness could also be defined as the percent of hours the monitors were collecting valid data during intensive operating periods (IOPs); we plan to add this data completeness information during any revisions to this data qualification statement.  Note that data available for the June 17-20, 1995 IOP includes data from only Arendtsville and Holbrook; data collection did not start at the other sites until after this ozone episode.



Data completeness by site and observable are shown below in Table 2; note that where no data are shown, the observable was not sampled.  Data below the LQL were flagged, left in the data base, and were considered valid for the completeness calculation.



O3, NO, and NOy:  Data completeness objectives were met for ozone, NO, and for NOy at all sites except Truro.  Although the data completeness objective for NO was set at 90%, it should have been set at 85% to allow for the frequent zero, span, and precision checks needed for quality control of NO.  At Truro, sea fog in the form of water was found in the sampling lines after periods of spurious ozone signals. Similarly, entrainment of water droplets into the NOy converter appears to have been responsible for large signal changes under foggy conditions.  Heated sampling lines seems to have solved problems with ozone, NO, and NOy.





Table 2.  Data Completeness (%) for observables measured by ESE

Site�Start Date�Time (min)�N (#)�O3�NO�NOy�CO�SO2�WS�WD�T�RH�UV�precipitation��Arendtsville�6/17/95�1�152640�92�85�88�72�85�97�97�97�97�97�96����15�10176�92�87�88�75�86�97�97�97�97�97�96����60�2544�92�90�91�87�91�97�97�97�97�97�96������������������Brookhaven�6/25/95�1�141120�97�90�92���98�98�98�98�98�97����15�9408�97�91�92���98�98�98�98�98�97����60�2352�97�95�95���98�98�98�98�98�97������������������Holbrook�6/15/95�1�154740�94�91�93�������96�����15�10316�95�92�93�������96�����60�2579�95�95�95�������96�������������������Kunkletown�6/21/95�1�145440�93�88�87���86�86�87�88�78�17����15�9696�93�90�88���86�86�87�88�78�17����60�2424�94�94�92���86�86�88�88�79�17������������������Truro�7/6/95�1�123900�87�77�78���87�97�97�97�98�92����15�8260�87�75�78���87�97�97�97�98�92����60�2065�88�82�81���87�97�97�97�98�92���

Meteorology:  Data completeness objectives were met for the meteorological observables at all sites except wind speed at Truro (just barely missing the objective with 87%); wind speed, wind direction, temperature, and RH at Kunkletown (just barely missing the objectives with 86 to 88%); and UV (78%) and precipitation (17%) at Kunkletown.  The UV and precipitation sensors at Kunkletown were damaged by a thunderstorm in early July; the precipitation sensor was not repaired, thus the 17% data completeness.



CO, and SO2:  Data completeness objectives were met for CO and SO2 1-hour averages;  data completeness for 1- and 15-minute averaging times ranged from 72 to 86%. 



Lower Quantifiable Limits



The lower quantifiable limit (LQL) is the lowest concentration in ambient air that can be measured when processing actual samples.  Sources of variability that influence the monitored signal at low concentrations include instrument noise and atmospheric variability.  As a measure of this variability, 2-sigma of selected 1-minute data was used to estimate the LQL for each gaseous observable (see Table 3); note that empty cells indicate the observable was not sampled.  The selected data were taken during periods of low and relatively stable ambient concentrations.





Table 3. Lower Quantifiable Limits (ppb), based on 2-sigma of selected 1-minute data

Site�Time avg (min)�O3�NO�NOy�CO�SO2��Arendtsville�15�0.9�0.02�0.03�2.2�0.02���60�0.4�0.02�0.03�1.6�0.01����������Brookhaven�15�0.2�0.01�0.04�����60�0.2�0.01�0.04������������Holbrook�15�0.3�0.03�0.07�����60�0.2�0.02�0.05������������Kunkletown�15�0.3�0.03�0.06�����60�0.2�0.02�0.03������������Truro�15�0.4�0.02�0.02�����60�0.2�0.01�0.02����

These results are consistent with the lower quantifiable limits as stated in the data quality objectives.  Note that the definitions used for different observable sets (aircraft air quality, surface air quality, meteorological observables, for example) may differ; we will resolve these differences in any revisions of these data qualification statements.



Collocated NO and NOy  measurements were made during the 1996 season at Holbrook.  Since operational procedures were the same for 1995 and 1996, it is assumed that an estimate of precision using the 1996 collocated data also applies to the 1995 data.  A scatter plot of the collocated NO concentration data shows a tight line near the 1:1 line from about 6 ppb down to about 0.04 ppb where the two NO measurements start to diverge; this point of about 0.04 ppb is another measure of the LQL. A scatter plot of the collocated NOy concentration data shows a tight line near the 1:1 line from about XX ppb down to about YY ppb where the two NOy measurements start to diverge; this point of about YY ppb is another measure of the LQL.  PETER: ERIC SAID THAT HE HAD SENT THIS PLOT, TO ARRIVE ON MONDAY, SO I WILL FILL THIS IN THEN.





Ozone Accuracy



Accuracy can be evaluated by deviations of a measurement from a refrence value and by regression techniques.  



For accuracy as the deviation of a measurement from an accepted reference value, the reference value was provided by analysis of known or Standard Reference Materials.  Accuracy can be expressed in terms of the 95% confidence interval, i.e. the reported concentration has a 95% probability of being between +p and -q.  For surface ozone measurements by ESE, the 95% confidence intervals were calculated from the differences between monitor response and known concentrations provided by the automatic span checks performed every-third day (except at Truro) during routine operation; automatic checks were discontinued at Truro in early August due to a suspected electronic interference with routine analyzer operation.  The span checks were performed at 60 and 400 ppb.  The 95% confidence intervals (expressed as a percent) and the number of points used for ozone at each site are provided in Table 4.



Table 4.  Accuracy (%) for ozone measured by ESE, expressed using 95% confidence interval.

Site�No. of points used�95% confidence interval (percent)��Arendtsville�46�3.0��Brookhaven�34�4.5��Holbrook�26�6.9��Kunkletown�44�4.3��Truro�19�6.2��

These data show that the ESE ozone measurements meet the data quality objective of less than  +10% accuracy.



Another evaluation of accuracy uses the regression coefficient and regression intercept for the gas-replacement multipoint calibrations conducted at the beginning and end of the field measurement period.  The objectives are 1.00 +0.1 regression slope and +3 ppb for regression intercept, with an r2 of greater than 0.999.  The ozone analyzers were challenged with five ozone concentrations from 60 to 450 ppb, plus zero air.  All calibrations were conducted through the sample inlet.  Regression slopes for the ozone analyzers at all sites ranged from 0.96 to 1.01 and regression intercepts ranged from -1.94 to 3.08 ppb with r2 of greater than 0.9993, well within the objectives.



Performance audit results for ozone indicate that the ESE-operated sites are consistent with the ESE QC test data and meet the following data quality objectives:



All correlation coefficients for the ozone audit test data were within the range for acceptable linearity (r>0.995).

The standard deviation of the percent differences were reasonably small (less than 4.4%).

All of the individual differences were within the 95% confidence intervals of 9.5 percent.



Ozone Precision



Precision is a measure of mutual agreement among individual measurements of the same obserable under similar prescribed conditions.  Precision can be estimated by repeated measurements with the same monitor and calibration system, and by collocated measurements between two monitors; we did not perform collocated measurements during the 1995 ozone season, but data is available from 1994.



Precision can be estimated in terms of the coefficient of variation (CV), the ratio of the standard deviation to the mean of a set of measurements multiplied by 100 and expressed as percent.  Precision for the ozone measured by ESE was determined by using the standard deviation of the relative differences for all routine span points (at 60 and 400 ppb; note zero was not used).  Table 5 provides the precision for ozone measured by ESE.



Table 5.  Precision estimates (%) for Ozone measured by ESE

Site�No. of points used�Ozone Precision (%)��Arendtsville�46�1.4��Brookhaven�34�2.2��Holbrook�26�3.3��Kunkletown�44�2.2��Truro�19�2.6��

Note that the estimated ozone precision at all sites is less than 4%; these results easily meet the precision data quality objective for ozone.



Collocated ozone measurements were made at Arendtsville from May 1 through September 30, 1994 as part of CASTNet (3617 hourly data points). Since operational procedures were the same for 1994 and 1995, it is assumed that an estimate of precision using the 1994 collocated data also applies to the 1995 data.  The precision of the ozone measurement can be estimated by the 95% confidence interval of the percent differences between the collocated two measurements; in this case, 4.6%.   This estimate of precision is also well within the data quality objective for ozone.



Accuracy of NO and NOy Data

Accuracy can be evaluated by deviations of a measurement from a refrence value and by regression techniques.  



For accuracy as the deviation of a measurement from an accepted reference value, the reference value was provided by analysis of known or Standard Reference Materials.  Accuracy can be expressed in terms of the 95% confidence interval, i.e. the reported concentration has a 95% probability of being between +p and -q.  For surface NO and NOy measurements by ESE, the 95% confidence intervals were calculated from the variability in response factors provided by the automatic method of additions (MOA) checks performed every 6 hours for NO and every 12 hours for NOy during routine operations.  The MOA checks were performed at about  20 ppb.  The response factors (RF) were defined as the change in instrument response divided by the concentration added to the ambient concentration by the MOA calibration system.  Statistics calculated using response factors are mathematically equivalent to those calculated using relative differences between changes in monitor response and known concentrations.



We are using MOA results to estimate precision and accuracy for NO and NOy because the 
MOA
 procedures evaluate the influence of the ambient matrix much like ambient samples.



Over the summer 1995 sampling season, there was a drift in response factors for both NO and NOy.  Note that the variability of 
MOA
 calibration responses can be due to a combination of factors, including instrument drift, the influence of ozone concentration or other variables in the ambient matrix, and noise in the calibration system.  In order to separate the effect of instrument drift, the sampling season was divided into 7-day intervals and the response factor coefficient of variation was calculated for each 7-day period.  The 95% confidence interval (expressed as a percent) of these 7-day coefficients of variation has been used as a measure of accuracy (see Table 6). 



Table 6.  Accuracy (%) for NO and NOy measured by ESE, expressed using 95% confidence interval.

Site�No. 7-day periods used for NO�NO 95% confidence interval (%)�No. 7-day periods used for NOy�NOy 95% confidence interval (%)��Arendtsville�13�8.7�13�6.3��Brookhaven�9�10.4�9�10.4��Holbrook�11�9.7�11�9.3��Kunkletown�14�11.1�10�11.5��Truro�8�9.3�8�8.4��Data for Brookhaven are based on N-propyl nitrate factors, due to problems with the MOA calibration system.  Unfortunately, N-propyl nitrate concentrations are known to only about 20%.



The influence of ozone on NO concentrations is likely a combination of the homogeneous reaction between NO and ozone (assuming excess ozone), of heterogeneous reactions, and of factors which co-vary with ozone (including temperature and relative humidity).  The slope of a correlation of NO response factor with ozone shows a loss rate of about -0.2 % NO per ppb of ozone, or about 20 % at 100 ppb ozone; this compares with a theoretical  estimate of about 10% in the dark for the reaction of NO with ozone during the passage of the air from the inlet to the monitor.  In the atmosphere, this NO loss would be balanced by the generation of NO from NO2 photoylsis, but this reaction does not proceed in the dark during sampling.



Thus, even though these accuracy estimates include a wide range of contributions, these results show that the ESE NO and NOy measurements meet, or almost meet at Brookhaven and Kunkletown, the data quality objective of less than  +10% accuracy.  



Another evaluation of accuracy uses the regression coefficient and regression intercept for the gas-replacement multipoint calibrations conducted at the beginning and end of the field measurement period.  The objectives are 1.00 +0.1 regression slope and +3 ppb for regression intercept, with an r2 of greater than 0.999. The analyzers were challenged with four concentrations from 4 to 30 or 50 ppb, plus zero air.  All calibrations were conducted through the sample inlet.  Regression slopes for the NO analyzers at all sites ranged from 0.87 to 1.29 and regression intercepts ranged from 

-2.1 to 0.31 ppb with r2 of greater than 0.999, well within the objectives, except for one calibration at Truro where the r2 was 0.9972.  Regression slopes for the NOy analyzers at all sites ranged from -0.69 to 1.2 and regression intercepts ranged from -0.81 to 1.2 ppb with r2 of greater than 0.999, well within the objectives, except for one calibration at Truro where the r2 was 0.9982.



Method of addition (MOA) performance audit results for NO and NOy indicate that the ESE-operated sites are consistent with the ESE QC test data and meet the following data quality objectives:



All correlation coefficients for the NO and NOy audit test data were within the range for acceptable linearity (r>0.995).

The standard deviation of the percent differences for both NO and NOy were reasonably small (less than 8%).

All of the individual differences for NO were within the 95% confidence intervals of 9.5 percent, except for Truro during both audits (33 and 12 %) and Kunkletown during the second audit (19%).

All of the individual differences for NOy were within the 95% confidence intervals of 9.5 percent, except for Truro during both audits (23 and 23 %)



Precision of NO and NOy Data



Precision is a measure of mutual agreement among individual measurements of the same obserable under similar prescribed conditions.  Precision can be estimated by repeated measurements with the same monitor and calibration system, and by collocated measurements between two monitors; we did not perform collocated measurements during 1995, but did during 1996.



Precision can be estimated in terms of the coefficient of variation (CV), the ratio of the standard deviation to the mean of a set of measurements multiplied by 100 and expressed as percent.  Precision for the NO and NOy measured by ESE was determined by using the standard deviation of the 7-day response factors for all of the routine MOA checks (at about 20 ppb for both NO and NOy).  Table 7 provides the precision for NO and NOy measured by ESE.



Table 7. Precision estimates (%) for NO and NOy measured by ESE 

Site�No. 7-day periods used for NO�NO precision (percent)�No. 7-day periods used for NOy�NOy  precision (percent)��Arendtsville�13�4.4�13�3.2��Brookhaven�9�5.3�9�5.3��Holbrook�11�5.0�11�4.7��Kunkletown�14�5.6�10�5.9��Truro�8�4.7�8�4.3��Data for Brookhaven are based on N-propyl nitrate factors, due to problems with the MOA calibration system.  Unfortunately, N-propyl nitrate concentrations are known to only about 20%.



Note that the estimated precision for NO and NOy at all sites is less than 6%; these results easily meet the precision data quality objectives.



Collocated NO and NOy  measurements were made during the 1996 season at Holbrook.  Since operational procedures were the same for 1995 and 1996, it is assumed that an estimate of precision using the 1996 collocated data also applies to the 1995 data. The precision of the NO and NOy  measurements can be estimated by the 95% confidence interval of the percent differences between the two collocated measurements; in this case, 21% for NO and 17% for NOy.  This estimate of precision is above the data quality objective for both NO and NOy.



Accuracy of CO and SO2 Data



Accuracy can be evaluated by deviations of a measurement from a refrence value and by regression techniques.  



For accuracy as the deviation of a measurement from an accepted reference value, the reference value was provided by analysis of known or Standard Reference Materials.  Accuracy can be expressed in terms of the 95% confidence interval, i.e. the reported concentration has a 95% probability of being between +p and -q.  For surface CO and SO2 measurements by ESE, the 95% confidence intervals were calculated from the variability in response factors provided by the automatic method of additions (MOA) checks performed every 12 hours for CO and every 24 hours for SO2 during routine operations.  The MOA checks were performed at about 600 ppb for CO and 60 ppb for SO2.  The response factors (RF) were defined as the change in instrument response divided by the concentration added to the ambient concentration by the MOA calibration system.  Statistics calculated using response factors are mathematically equivalent to those calculated using relative differences between changes in monitor response and known concentrations.



Over the summer 1995 sampling season, there was a drift in response factor for SO2, but not for CO.  In order to separate the effect of instrument drift, the sampling season was divided into 7-day intervals and the response factor coefficient of variation was calculated for each 7-day period.  The 95% confidence interval (expressed as a percent) of these 7-day coefficients of variation has been used as a measure of accuracy (see Table 8). 



Table 8.  Accuracy (%) for CO and SO2 measured by ESE, expressed using 95% confidence interval.

Site�No. 7-day periods used for CO�CO 95% confidence interval (%)�No. 7-day periods used for SO2�SO2 95% confidence interval (%)��Arendtsville�13�4.3�12�7.0��

These data show that the ESE CO and SO2 measurements at Arendtsville meet the data quality objective of less than  +10% accuracy.  



Note that the variability of MOA calibration responses can be due to a combination of factors, including ozone concentration, the ambient matrix, instrument variables (i.e. photocell vacuum), and noise in the calibration system.



Another evaluation of accuracy uses the regression coefficient and regression intercept for the gas-replacement multipoint calibrations conducted at the beginning and end of the field measurement period.  The objectives are 1.00 +0.1 regression slope and +3 ppb for regression intercept, with an r2 of greater than 0.999. The CO analyzer was challenged with three-to-five concentrations from 50 to 650 ppb, plus zero air.  All calibrations were conducted through the sample inlet.  Regression slopes for the CO analyzer at Arendtsville were 0.24 and 1.01 and the regression intercepts were 250 and 621 ppb with r2 of 0.991 and 0.993.  These results do not meet the objectives.  The performance audit results for CO indicate that all correlation coefficients for the CO audit test data were within the range for acceptable linearity (r>0.995).  However, there appears to be a systematic bias between the auditor and ESE in terms of CO response factor for both replacement gas and 
MOA
 audits and calibrations, suggesting that the calibration standards are not consistent; this potential 
discrepancy
 has not yet been resolved.  



The SO2 analyzer was challenged with three-to-six concentrations from 2 to 36 ppb, plus zero air.  All calibrations were conducted through the sample inlet.  Regression slopes for the SO2 analyzer at Arendtsville were 1.01 and 1.33 and the regression intercepts were 0.03 and -0.49 ppb with r2 of 0.9998 and 1.0000.  These results almost meet the objectives.  However, ESE daily MOA  results, ESE calibrations, and audit results indicate that there was a conditioning effect in the calibration 
manifold
.  In addition, the ESE calibration tank concentration was wrong.  After corrections for these problems, the performance audit results for SO2 indicate that the ESE-operated sites are consistent with the ESE QC test data and meet the data quality objectives.



Precision of CO and SO2 Data



Precision is a measure of mutual agreement among individual measurements of the same obserable under similar prescribed conditions.  Precision can be estimated by repeated measurements with the same monitor and calibration system, and by collocated measurements between two monitors; we did not perform collocated measurements.



Precision can be estimated in terms of the coefficient of variation (CV), the ratio of the standard deviation to the mean of a set of measurements multiplied by 100 and expressed as percent.  Precision for the CO and SO2 measured by ESE was determined by using the standard deviation of the 7-day response factors for all of the routine MOA checks (at about 600 ppb for CO and about 60 ppb for SO2).  Table 9 provides the precision for CO and SO2 measured by ESE.



Table 9. Precision estimates (%) for CO and SO2 measured by ESE 

Site�No. 7-day periods used for CO�CO precision (percent)�No. 7-day periods used for SO2�SO2 precision (percent)��Arendtsville�13�2.2�12�3.6��



Note that the estimated precision for CO and SO2 at Arendtsville is less than 4%; these results easily meet the precision data quality objectives.





Accuracy of Meteorological Data



Only initial and final calibrations were performed on the meteorological equipment.  Thus, with only four points (a low and a high test point during each of two calibrations) for each observable, statistics are not useful for evaluating accuracy.  However, the relative differences for each observable are within the bounds of the data quality objectives for accuracy, except for the following which were slightly greater than the accuracy objectives (See Table 1):



The highest wind speed test point (43 m/s) during the initial calibration at Kunkletown.

The highest wind speed test point (43 m/s) during the final calibration at Truro.

The highest wind direction test point (360 degrees) during the initial calibration at Arendtsville.

The highest wind direction test point (366 degrees) during the final calibration at Brookhaven. 

The lowest temperature test point (1.2 decrees C) during the final calibration at Brookhaven.

The highest relative humidity test point (86%) during the initial calibration at Truro



Results of the meteorological calibrations showed some problems with temperature sensors at all sites except Arendtsville.  The temperature sensors at Brookhaven, Kunkletown, and Truro exhibited a nonlinear response of up to 1 degree C over the range of 1 to 51¡ C.  This non-linearity was minimized in the range of ambient measurements (25-35 degree C), but could not be eliminated.  Calibration data for RH showed minimal (0 to 4 %) sensor drift over the season.  



Summary



In general, surface air quality and meteorological data collected by ESE meet the data quality objectives.  Data completeness objectives were met, or were close to being met, for valid 

1-hour air quality and meteorological data at all sites except for UV and precipitation at Kunkletown, and NO and NOy at Truro.  Detection limits as estimated from analyzer noise met detection-limit objectives at all sites for all observables.



Ozone QC test data indicate that ozone data are accurate to within about 7%, using a 95% confidence interval of differences and are precise within about 4%; using the coefficient of variation for each routine spot check; these results meet the data quality objectives.  Collocated ozone data indicate an estimated precision of about 4.6%.



Performance audit results for ozone indicate that the ESE-operated sites are consistent with the ESE QC test data and meet the audit data quality objectives of linear correlation coefficients (r>0.995), small standard deviation of the percent differences (less than 4.4%), and all individual differences within the 95% confidence interval of 9.5%.



NO and NOy QC test data indicate that NO and NOy data are accurate to within about 10%, using a 95% confidence interval of 
MOA
 response factors and are precise within about 6%; using the coefficient of variation for 7-day 
MOA
 response factors; these results meet the data quality objectives.  Collocated NO and NOy data indicate an estimated precision of about 21% and 17%, respectively.



Performance audit results for NO and NOy indicate that the ESE-operated sites are consistent with the ESE QC test data and meet the audit data quality objectives of linear correlation coefficients (r>0.995), small standard deviation of the percent differences (less than 8%), and most individual differences within the 95% confidence interval of 9.5%.



CO QC test data indicate that CO data are accurate to within about 4%, using a 95% confidence interval of 
MOA
 response factors and are precise within about 2%; using the coefficient of variation for the 
MOA
 response factors; these results meet the data quality objectives.  Performance audit results for CO meet the audit data quality objectives of linear correlation coefficients (r>0.995); however, other audit results are not consistent with the ESE QC test data.  There appears to be a systematic bias between the auditor and ESE CO calibration tanks; this has not yet been resolved.



SO2 QC test data indicate that SO2 data are accurate to within about 7%, using a 95% confidence interval of 
MOA
 response factors and are precise within about 4%; using the coefficient of variation for the 
MOA
 response factors; these results meet the data quality objectives.  Performance audit results for CO meet the audit data quality objectives of linear correlation coefficients (r>0.995), and are consistent with the ESE QC test data, after the ESE data had been corrected for an incorrect calibration tank concentration and for a calibration manifold conditioning effect.



Calibration data for wind speed, wind direction, and relative humidity were within, or close to, the bounds of the accuracy objectives.  Temperature sensors at all sites except Arendtsville exhibited a nonlinear response of up to 1 degree C; this non-linearity was minimized, but could not be eliminated.



The data qualification information provided here will enable the user to evaluate the uncertainties associated with the data and factor them into their work.
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