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Preface
This paper is written at the request of the Catif@Air Resource Board with the goal of
identifying parameters and model structures thatikely to be important determinants
of recent estimates of land use £#nissions produced using the GTAP-BIO-ADV
model as reported in Tyner et al. (2010). The GEABrt builds on decades of data
development and the researchers involved have @qegrience in agricultural
economics, modeling, and in evaluating issueseéltai ethanol production. My own
work on economics of ethanol production goes bd&ckears or more but some of my
early work drew on the then already considerabpetdise of Wally Tyner, lead author
of the recent Purdue study. My work for the pastadie or so utilizes the GTAP data
base, and | collaborated with the GTAP group inetlgying the GTAP land data set
which has provided a key resource for analysts @med about land use change. My
interest and support for the GTAP data effort dusask to its inception at Purdue while |
was at USDA. The authors adopt for this work, itissuom the Terrestrial Ecosystem
Model (TEM), and that is a component of the modgigstem | have used to evaluate
land use emissions (Melillo, et al., 2009). | nibtese relationships in the interest of
allowing readers to take them into account shdudy sway my evaluation.

While the nature of an evaluation is often to bgoal, | note that the Tyner et al
(2010) study is carefully written with extensiveutans regarding the uncertainties that
necessarily exist in any such modeling study. Tutb@s themselves have gone to some
length to describe key parameters and sensitivaiieshave made the model available to
others. This openness greatly facilitates evalnaticthe work

A note on the nature of models and sensitivityise & order. Any economic
model that solves for market equilibrium acrosstipld interlinked markets is a complex
system where aggregate responses are emergentti®péthe model that depend on
many different parameters and structures. In cdaige general equilibrium models
literally everything depends on everything elsetigh the input-output structure and the
allocation of limited factor inputs across all sgst—hence they are solved as a
simultaneous system. Parameterization and modgitstes directly involved in the
process of interest are the obvious place to lookdentifying critical parameters but
given the interactive nature of CGE models, otte@ameters and model structures
seemingly unrelated to the process of interest beaiynportant. While sensitivity
analysis is very useful in testing a model rarébver are sensitivity analyses conducted
for every one of hundreds or thousands of parametenrther, sensitivity analysis
appropriately tests one parameter at a time vaiyiagmall amount and calculating the
change in the output of interest, leaving otherap&ters unchanged. The approach is
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intended to be a numerical approximation of thaltdérivative that could be analytically
derived for simpler mathematical systems. As seisitivities are ocal response
holdingall else constant. The sensitivity of a result to one parameteraat certainly
depends on the value of other parameters. Iniaddhe sensitivity result is a linear
approximation of the response and will therefora Ip@or estimate of the sensitivity of
the model for large changes in the parameter textent the model is non-linear.

As noted already, the authors of the study haeadly evaluated many of the
obvious sensitivities. My focus will be on somettoé broader structural issues that may
affect the emissions result. My goal is theretoralentify key processes and reflect
more broadly on how these are structured in GTA®-BDV, comparing them
generally to some of the other approaches that bege applied to this issue.

| ntroduction

The GTAP effort to evaluate land use emissions fooofuels expansion leading up to
the development of the GTAP-BIO-ADV is probably thegest of its kind but other
models have attempted similar calculations. Amibvegn are the MIT-
IGSM/EPPA/TEM (Melillo et al., 2009; Gurgel et 82007, Antoine, et al., 2008; Gurgel
et al., 2010), FAPRI (Babcock, 2010), FASOM (Saeteeand McCarl, 2003), and
MINICAM (Wise, et al., 2009) in addition to the gaanalyses that kicked off concern
about indirect emissions of Searchinger et al (2008 Fargione et al (2008). First,
what are some of the broad differences and sirtidarin these models? The economic
model in the MIT IGSM framework is, similar to GTABRIO-ADV, a computable
general equilibrium model of the entire global emmy with a full input-output structure
of intermediate demands. MINICAM treats total GBUR energy and agriculture are
sectoral models that do not interact through alf@Istructure with the entire economy.
FASOM and FAPRI are agricultural market modelsypmtmg the most detail on
agricultural products and markets but no treatroéttie rest of the economy.

FASOM, FAPRI, MINICAM, and MIT-IGSM are all dynamimodels designed
to step through time, period by period whereas GBANB-ADV is a static model. The
time steps of the models vary from 15 years for MOAM to 1 year for the FAPRI
model. In the Tyner, et al. (2010) study the GTRI®-ADV model is exogenously
updated from it base year of 2001 to 2006 andtmeduture by adjusting parameters to
match available data through 2006 and by GDP apdlption and yields to reflect
growth and yield trends. In general, the exogersawaiing approach can for most
purposes approximate the endogenous dynamics oéthiesive dynamic models. Some
of the key endogenous dynamics in these modeldvevanctions that scale up GDP by
increasing labor productivity, and that increadesotactor productivity (e.g., land,
energy).

The FASOM model is unique in that investment decisiin one period depend
on prices in future periods whereas the other nsoad recursive dynamic, solving one
period at time so that expectations are said tarty@pic’—agents make investment
decisions in period t based on period t pricesfotward looking dynamic models like
FASOM all periods of the model must be solved staméously. Solution of such
models is consistent with agent behavior that n&éod-looking with perfect foresight—
agents know exactly what will happen in all perio@pectations about the future are
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important for investment decisions such as cleaninignd and decisions to plant trees
and harvest forests. This structural differencdaatfect the land use emissions
response. On the other hand, tests of a reculgivemic and fully forward solution of
the EPPA component of the MIT IGSM model showettkldifference in technology
choices in the energy sector between the two solEpproaches and this would likely
carry-over to the agriculture sector (aggregatdarelresults did differ because the
forward looking behavior allowed another avenuadjfistment through consumption
shifting) (Babiker, et al, 2009). This is a perhapsgprising result because if there is a
persistent price trend projected in the future, piganodels would tend to lag in
adjusting to this trend, being always behind it vélas forward looking models would
anticipate future prices. In the Babiker et alQ@) comparison the key price with a
trend was the C@allowance price. In their simulations they apgplan allowance
banking assumption, solving the model iterativelyind a solution where the allowance
price rose at the discount rate consistent witbrhéand the result, as expected, in the
forward looking model). Without this iterative stibn, the allowance price path would
have been different and so would the energy res@isilarly Reilly et al. (2010) in
modeling forestry and land use in the EPPA modplyaiheoretical results on dynamic
behavior to approximate dynamic behavior in a reigersolution. Thus, it is possible to
at least approximate some elements of a forwarkiihgoresponse in a recursive dynamic
solution.

In general, full-forward looking behavior modelg @referred by economists for
theoretically consistency. In practice they ammpatationally demanding, limiting the
complexity and detail that can be included, andatbsumption of perfect foresight, while
avoiding time inconsistency problems, is a pooresentation of actual behavior because
it doesn’t reflect uncertainty that has real efemt investment decisions. They also can
be problematic in policy simulations where a poléyimited duration is being
considered. Solving the model with the limitedation policy will create a horizon
effect—agents “know” the horizon of policy and tikre behave differently during the
policy period looking ahead and knowing it will esgp If indeed the policy was going to
expire at a fixed horizon that would be a bendfihe forward looking approach.
However, often the expectation is that the poli®asure will be renewed in some form,
but policy makers have only specified the leveldarertain period. Current period
results can then be highly sensitive to what aoldgi policy is specified beyond the
policy horizon. Real agents will have some expeémtads to whether the policy will be
extended and how, and their investment decisioosldhreflect that expectation. But
given that the modeler does not know what agems@xneans the forward-looking
results will not reflect actual behavior. Theseeasp of the forward-looking solution
mean that many specifications of the distant futdiechnology, policy, etc.—will affect
simulation results for the near term, requiring mapeculation and guesswork.

The other element of dynamics that is not captureétde approach GTAP-BIO-
ADV uses to step forward is the dynamics of vinthgapital. In the EPPA model
production from vintaged capital is Leontief whieoduction from malleable capital is
represented as a CES production function. Onlyesivattion of capital is vintaged,
reflecting the possibility of retrofit. The advagtais that the price elasticity response of a
sector is an emergent property of the responsentdged and malleable capital and
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depends how much of each there is which furtheexdp on the level of new
investment. Since vintaged capital only gradudépreciates a sector or the economy as
a whole will exhibit a short run elasticity resperand a long run elasticity response.
The short run response reflects the fact that nefithe production initially is from
vintaged capital that has a zero price elastidgut, if a new price level remains over
time, eventually all of the vintaged capital wi# beplaced by capital that reflects the
substitution possibilities represented by the CEfslpction function. So even if there is
no further price increase the model will show coméid adjustment over time to the
initial price shock. This potentially solves a piein of what to do about elasticity values
in a model. If a model without this structureused to behave close to observation in a
given year, it will have a short-run elasticity owever, often applications of static
models are a comparison of different long run eéloiiiim states. For this purpose, one
would assign long-run values for elasticities It one would not expect the model to
replicate short run behavior. This is a potentialyy important concern for land use.
Land use change, opening new areas of land, maasiocess. Short-run observations
may suggest little response, but if it takes sosayto build roads and clear land the
short run response may underestimate the ultines{gonse. With a vintage capital
structure as in EPPA, in principle, the model agplicate short term response by
adjusting the share of capital that is vintage aB as the long run elasticity in the CES
structure.

In following Sections, | address several key iss&) How is land supply
handled, (2) What is the productivity of new larf@PHow are yields of crops
determined? (4) How are the greenhouse gas imigliabf land conversion addressed?
(5) Demand and trade elasticities (6) How mightadyits affect the calculations? (7)
Comparing results to actual evidence on land uaegd | contrast the GTAP approach
with other approaches that are distinctly different

How island supply handled?

Many agricultural models have focused more on coditpsupply and therefore have
focused more on how different agricultural uses peta for exisiting agricultural land.
GTAP-BIO-ADV is in that vein but is broader thams® models in that it also includes
forest and pasture land. The model as revisedybgiTet al. 2010, an ability to use
cropland for pasture. The basic approach is, hewaConstant Elasticity of
Transformation (CET) function approach with 3 bdaid types and a single CET
elasticity ;) governing the tranformation of land from one type@nother (Figure 1).
This can be contrasted with the approach of Guegal. (2007) and reproduced in Figure
2. The MIT IGSM distinguishes between manageddis (those regularly used for
timber harvest) and unmanaged forests as well gtsigagrazing and unmanaged
grasslands. It explicitly converts land from oyeet to another or can abandon
production on land to return to a less intense lmsthe conversion process inputs are
required and so it captures some of the investissuaes involved in land conversion,
and the investment required is different depengihgch conversion is being done—
Forest to pasture, pasture to crop, etc. Thisushhmore realistic than modeling this as a
single elasticity. The MIT-IGSM approach also eaitlly considers timber stand on
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unmanaged forests. There is a huge differenca@average stock of timber (and thus
carbon) between a forest that is in a harvestiootand a virgin forest. Failure to make
these distinctions in the GTAP-BIO-ADV seem liksignificant limitation, undermining
the carbon accounting. With a single elasticitguabstitution governing conversion from
forest or pasture to cropland, if there is more aedhfor cropland for biofuels
production, land will be converted from the othgottypes proportionally to their value

Land Cover

Pasture-Land Cropland-Pasture CRP Crop 1 Crop N

(1) To create this link we introduced an industry into the GTAP
framework which uses only cropland-pasture as an mput and sells its
output (land) to the livestock industry.

Figure 4. Land cover and land use activities in the GTAP-BIO-ADV

Figure 1. Land supply in GTAP-BIO-ADV as reprodddeom
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Figure 2. Structure of Land Transformation Functions

Figure 2. Land conversion in the MIT-IGSM, reprodd from Gurgel et al., 2007.

shares. The GTAP-ADV-BIO results tend to confitmsttendency, always generating
fairly similar shares of land conversion from fdeeand pasture. The overly simplistic
representation of land supply limits the type ap@nse one might expect, especially
over time and with larger diversions of crops tofbels.

The GTAP-ADV-BIO approach is also not explicitiyagial. It includes land
classes by AEZ, where for example, the entire cential US is covered by a half dozen
AEZs whereas the MIT IGSM is resolved at 0.5° X Gaitude-longitude resolution or
on the order of 4800 separate grids within the B&avith unique climate, soils, and
land use characteristics. Its hard to know whairimications of these simplifications in
the GTAP-ADV-BIO are without further testing andadwation. Moreover, while in
principle the more explicit representation of preses and much greater spatial detail is
an apparent advantage in an approach like the BBM, having that detail means that
one needs to accurately project implications opaiversion for biofuels on land use at
this detailed level. So the details may not “imy@’bpredictions. However, if the model
structure is fairly inflexible yielding very congént responses under different conditions
that may lead to overconfidence that the resuésharrowly bounded by the ranges
found in such sensitivities when in fact the appairebustness is an artifact of the
functional forms used in the model.

What is the productivity of new land?

This issue came to the fore in recent revisionS BAP-ADV-BIO from previous
versions of the model. Previous version assumedi@ed coming in to production was
far less productive than existing cropland, apmgywhat would seem to be logical—that
farmers would use the best land first and so afiyisused land would necessarily be
less productive. Of course exactly what that ypddalty might be is critical—is it 5%,
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20% or 50%. Almost certainly it should very byigeg—in regions where agricultural
land is fully exploited (India, China) it may beitpureasonable to expect that any unused
land is unused for a reason—its not very productidewever, for other regions like

Latin America, Africa, and other parts of Southe&sita the determinants of what land
has been converted are often a function of acegssrrthan productivity. The previous
GTAP work assumed new land was only about 60% @dugtive as existing land, and
applied this to the whole world. This also seemntsegne given that the AEZs are already
controlling for climatic factors that would crediig productivity differences. Also, one
can ask how much natural land characteristics ahter productivity and how much is
determined by management. The fact that yieldeaize have increased 6 times in the
US since the 1930’s (due to improved technologyraadagement) seems to suggest that
management is more important than natural conditidvioreove, economic incentives
would drive expansion to those areas that were ma@uctive, and so the failure to
distinguish this factor regionally would be a camce

In the MIT-IGSM approach, the Terrestrial Ecosystdodel (TEM), is
embedded and so the productivity of each parcelgoebnverted is determined for that
parcel based on soils, climate and other enviromaheonditions (as they change from
year to year). The GTAP-ADV-BIO adopted resultsirthe TEM model to create a
static (unchanging) estimate of the average pradtycof new land for each AEZ, and it
truncates those estimates by assuming that newnanttli never be more productive
than existing cropland in that AEZ, even thoughrfearly regions there are at least some
grid cells where that was found to be the casejmmsdveral the average of unused land
is better than the existing cropland. Thus, ebhemiew GTAP-ADV-BIO approach
appears to be very conservative in its assumptontahe productivity of new cropland.
In general, the new approach based on TEM showatdlta yield was only in the 50 to
60% range for a very few AEZs in a very few regioi¢hile it is hard to compute a
correctly weighted average given the vastly diffei@eas in different AEZs and
different regions, it appears that the yield pgnait average over the world is on the
order of 10% rather than 40 to 50% originally assdpand that includes the truncation
effect so that there is never new land that is npooeluctive than existing land. This
latter assumption seems extreme because particulddss developed areas, it is quite
clear that road access determines use, not theahptoductivity. It also seems more
consistent with the fact that large differenceprioductivity are already controlled for
with the AEZ classifcation, and with the fact th@anagement rather than natural
conditions (at least within climate boundaries enéd by AEZs) probably are more
important in determining yield differences.

The new GTAP-ADV-BIO approach is an improvementor®evidence
following other lines of research are needed t@stigate this issue. This evidence must
be region specific to assure that it takes intmantthe how intensely land is already
utilized in the region. And to be useful to impeathe GTAP modeling it must consider
the AEZ classifications. Evidence for the US astei&, where expansion might bring in
land in the Great Plains, and show that to be nieghproductive than average land
heavily weighted by productivity corn belt landsimply irrelevant to the GTAP
formulation that already controls for those diffeces via the AEZ classification scheme.
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How areyields of crops determined?

There are a couple of issues that are criticaletdyassumptions. Then most
straightforward is that yields of maize and otheips have increased with some
variability but with a clear overall upward trena that the average US yield has
increased more than 6-fold since the 1930’s. df ttontinues, and there is no reason to
expect some continued growth of some sort, themeasiarch ahead it will take every
fewer acres to produce a given amount of biofuehbse there is a higher crop yield on
each acre, and thus proportionally more fuel caprbducer per acre. The second
important issue is more subtle. That is whetheldg are exogenous, unrelated to
economic pressure, or wholly or in part endogendtithe latter, then any diversion of
land for biofuels will require new land to make fgp the diverted land (except for
reduced food demand because of higher pricesho¥ever, yields respond to economic
pressure, then at least some of the crop diveaedidfuels will come from
intensification of production on existing land. rdgeefforts to statistically relate yields to
crop prices typically find a neglible response, amutlels that are based on separately
predictions yield and area have often assumed dogamous response. The FAPRI
model is an example, and it is only recently thathave included a low elasticity< .10.
The production function approach of CGE models M&-IGSM or GTAP-ADV-BIO
has substitution elasticities rather than pricstedaies but they are approximately related
via after adjusting for the 1-input share. Thesslets often use substitution elasticities
of .25 to .3. CARB (2009) has calibrated the stitsdn elasticities among inputs in the
crop production function to match a crop yield gty of 0.4 for corn ethanol and 0.25
for sugarcane, based on a literature review of gimla elasticities by Keeney and Hertel
(2008) which found values between 0.22 and 0.76.

If one looks historically, concerns about running of food and land, have recurred on
variable time scale but on roughly periods of 2B@years, with commodity price spikes
followed by a huge supply response, collapsinggstiand excess supply. Morever, one
can make the argument that if there were no footdtape—a garden eden world where
food was there for the taking—there would be n@ntive to improve yields—why
bother? From that perspective, all yield improvateare driven by economic incentives
of some kind—the realization that food is scarcedme sense. Thus, models ought to
explain all yield changes as an endogenous proddsst does not mean that their are no
biological and technical limits to yields but itggyests that our failure to explain yield
increase as a fully endogenous process means ¢hi@ng to underestimate the potential
for intensification in the face of further divers®of crops for biomass.

The evidence, first on the simple story of whatyaedd trends and what do they mean for
the future. There are two schools of thought. péssimists have pointed to some
apparent evidence in yield trends toward slowirgdygrowth. They see biological

limits to yield growth, and believe we are appraagtithem. Indeed the experience of
rapid yield growth is a phenomenon that has ongnbeith us since the 1930’s-1940s
(Figure 3).
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Figure 3: USA corn, wheat and cotton cropsyields. Source: 1866-2007 NASS data.

Prior to that period yields were little changesdsrfar back as the record goes. And
observers in the US in the mid-1990s thought tlaey & plateau. From figure 3, the
period from the late 1980’s through 2000 has neftatyyields for maize, barley, and
wheat in the US. However, going past that periedaw see with hindsight that yield
growth was set to return. Never-the-less yieldvghoas a relative recent and perhaps
temporary phenomenon jumps out in this longer kcor

The optimists for yield growht see remaining ladifferences between
best experimental yields, best yields on farms,armtage yields as evidence for the fact
that management should be able to raise the avarage closer to best or experimental
yields. And large differences among countries ddod eliminated with improved
management (with enough economic incentive.) Tdiey point to the still hardly tapped
potential of genetic engineering. And, ultimatedynarrow focus on yields of specific
crops may be misleading if advancing technologyudédize a wider range of crops with
more resilience to a variety of growing conditidhat could make feed grain crops
obsolete. (The dominance of the corn-soybean angggattern is largely a post-war
development.) For example, Carolan et al. (20@d)laaser et al. (2009) describe
bioprocessing refineries that could produce mudtfioducts including feed grain
equivalent livestock feed, ethanol, and other beéoeitals from a general biomass stock.
Such a process would greatly increase the econproductivity of land by producing
valuable feed grain equivalent products, usingeiit@e plant rather than just the grain.
It could use a wide range of biomass feed stockis efferent climatic tolerances, thus
dramatically expanding the climate range suitabigfoviding bioprocessing feed
stocks. The tropics might become major ‘feed gpmoduct’ (or livestock product) and
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fuel suppliers, with corn and soybean productiothenUnited States disappearing and
that land used instead to produce grains and otbes for direct human consumption.

In a draft manuscript (Gitiaux, et al., 2010) cocidextensive time series analyses
of yields of major crops in all regions of the wbrIThey find that simple time trend
observations on yields can often lead to poor tugstimates and greater certainty about
those estimates than is warranted. The test @imitaroot in the time series and conclude
that a random walk model better characterizes yedavth. They show that fitting a
simple linear model through 1995 and doing outamhgle forecasting ahead to 2006,
results in estimates that are wrong, and wheretoe bounds on the estimates do not
contain the actual outcome. In contrast the rand@itk model produces error bounds
that contain the observed yield level and differariant of simple time trend models.
This is because simple time trend models do ndadecthe possibility of structural
breaks that are shown to exist in the data. Theeldp forecasts ahead to 2010 using all
the data through 2006. This shows wide error beyadd in most cases the error bounds
contain simple linear, exponential and logarithtime trend models. So the conclusion
they reach is that we cannot statistically diffeéiste which of these very different simple
models are better predictors even over a peri@d&cade or so (and the possibility of
structure breaks cannot even recommend extendinigshfew years of yield growth
into the near future.)

So literally even the next 5 to 10 years are higlmigertain in terms of yield
growth: Neither the pessimists or the optimists lsa confidently ruled out. On the
guestion of endogeneity of yields, my sense basegpparent super responsive of
agriculture to scarcity fears and price shocks satggwe should model yields as fully
endogenous but we don’'t know what that procedbéstime lags involved, nor the
ultimate technical and biological limits.

How arethe greenhouse gas implications of land conversion addressed?

GTAP-ADV-BIO uses a widely available data set thefer to as the Woods Hole data.
The methods of developing these data are documentederies of papers (Houghton,
1999, 2003; Houghton and Hackler, 2006). Thesenagts reflect years of painstaking
compilation of many inventories and peer revievihaf methods. However, a limit to

this method is the relatively limited spatial detaiihey provide only a half dozen or
categories of vegetation types and resolve themfonimajor countries or continental
scale areas (Latin America, Africa). Importanthe data includes information on
regrowing areas and carbon uptake on regrowingaréhus, they are able to include
estimates of foregone carbon sequestration thatdAave occured on converted land if
the forests there had been left undisturbed. Tdgelst concerns with this approach is (1)
its unclear how the GTAP-ADV-BIO marries the ecdsystypes in the Woods Hole
data with the AEZs in GTAP (2) is the use of avesamistfied and (3) the averaging idea
does not consider the dynamics of the problem.h\égard to (1) there is reason to
think that there is some correlation between AEZ$ ecosystem types but the
correlation is hardly perfect, thus in principlengerate forest in one AEZ may be quite
different in terms of carbon stock than a tempef@atest in a different AEZ in that

region. With regard to (2), lacking spatial detther in the land projections or in the
Woods Hole data one is left will few options buassume an average. However, one
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might argue that either very recently harvested lan land with significant timber stand
so that the forest product value could be recovemmad be more than proportionally the
target of conversion efforts. Including both atwerbon and foregone sequestration
tends to correct for the grossest error this aggreeuld introduce. With regard to (3),
since the overall CARB approach takes an antitheateapproach to dealing with the
dynamics of the problem by simple using a 30 yealiscounted horizon, the fact that
the forest accounting of dynamics is some averégetavith the foregone carbon cut-off
at 30 years is at least consistent at some levidstinat approach. However, if the
average mispredicts the likely stage at which fisresll be converted the 30 year cut-off
using the average may be inaccurate.

By way of contrast, the MIT-IGSM approach is explycspatial and within each
grid cell a cohort structure is retained that tsattle unique history of the land going back
historically, and tracking the projected land use ithe future. Thus, when a particular
amount of land in a grid cell is converted the¢h&on released from the conversion is
based on how long the forest area has been reggpwaal the carbon that might have
been sequestered had it not been harverstednsagstl in a separate counterfactual run
where the conversion did not take place. Moretiveicarbon content in each grid cell
depends on grid-specific climate and soils as a&lhe management history. Moreover,
both the carbon implications and the productivityhe land are based on the TEM
model so that the productivity of the new landasgistent with the carbon dynamics of
its conversion. GTAP-ADV-BIO uses completely indadent approaches—TEM for
productivity, Woods Hole data set for carbon—andh&we is no reason to expect
consistency. So the MIT-IGSM approach seems faesor conceptually, although as
noted previously adding detail adds the burdenttietletail needs to be predicted
accurately, and there is great uncertainty in gpr@ach that attempts to predict land use
at a detailed spatial scale in response to glabwairfg due to crop diversions for biofuel
production.

Demand and trade elasticities

With diversion of cropland for biofuels in a pattiar region several things can happen.
We have already discussed two possibilities: Eatbe converted to replace the land
diverted for biofuel production or higher crop @s$ccan cause farmers to more intensely
manage existing land to increase yields. The atsgronse to higher prices is less
consumer demand. In addition, a diversion in réqadarly country (e.g. the US) may
result in changes within country in terms of conption, land use, and intensification or
these shocks can be transmitted abroad wherelikayaffect all these channels of
response in other countries. The GTAP group hadwtied extensive analysis of
demand elasticities and have estimated advancendksyatems. My sense is that this is
a particular strenght of the GTAP effort, and tiha¢flects the best available estimates.
At the final consumer level, the food demand islatively basic demand, and this has
been studied in depth. A possible limit howegeanithe interindustry demands for
specific crops. | noted above the potential fanglating the need for feedgrains. This
may be too long term or speculative to consideeaslstic or relavant here, however, the
long run nature of the climate issue, to whichltb#S is addressed, forces us to
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continually think over the longer term, and it bews hard to escape the implications of
changes in the distant future on what we do todgyor example, this elimination of
feedgrains is a possibility at some future wheeetdthnology has advanced and
commodity price rises from more bifuels have maaeonomic, then pressure on land
created today is only temporary and is eventualigved once this breakthrough occurs.
If it doesn’t occur, then the land pressure is @eremt.

A more relevant near-term issue are trade elasscitWhile there is various econometric
evidence for limited willingness to substiture figre product for domestic, or to change
trading partners, | believe those estimates arerantily reflecting short run rigidities.
Otherwise, simulating persistently different pressun different regions of the world
(e.g. lots of increase in biofuel production in th®) will tend to create much higher
commodity prices in the US then in other partshefworld, and that leaves large
opportunities for trading gains. In dynamic modeith persistent differences Armington
assumptions lead to wide divergences in priceshaifag products in different regions.
This result seems untenable, and so regardles® @donometric evidence | think one
needs to reject the idea of low trade elasticied,far the long run analysis of climate
change and LCFS accept essentially perfect sutestinmong similar crops of different
origins. This is the approach of the FAPRI modehe MIT IGSM includes Armington
agricultural markets but includes perfect substtutn biofuels. From trade theory we
know that the existence of some tradeable goodeeaito “factor price equalization”
and that is the case in the MIT IGSM with biofuelhe-biofuel trade leads to land prices
moving in parallel among regions of the world, dimid tends to limit price divergences
in conventional agricultural markets because tiadsofuels substitutes for trade in
traditional commodities. Over 1 to 5 year horizdosver Armington assumptions
probably are more realistic but those horizonsragéevant for the problem at hand.

How might dynamics affect the calculations?

This is fundamentally a dynamic problem. It begiith the critical assumption in the
net carbon accounting, of the time horizon to hesatered. Searchinger et al. (2008)
introduced the idea of an integration period ofy8@rs, and that approach has been
followed by CARB (CARB, 2009) and EPA (EPA, 201CARB assumed that all
induced emissions from land use change over thee80period should be divided by the
carbon savings from biofuels and annualized. Tisiclered two alternative
approaches, one discounting emissions by an intexeesto get a net present value of
emissions and another which calculates the fuetnivay potential of GHG emissions
(O’'Hare et al., 2009). The legislation uses the/8ar annualized method to define the
carbon intensity of alternative fuel pathways. Eii&d two approaches with regard to
the time horizon issue. One approach evaluateGHf® reductions from biofuels
compared to gasoline for a period of 100 yearslyappa discount rate of 2% to assess
net present emissions, and the second applies the 30-year &HiSsion reductions rule
of the CARB without discounting.he EU uses a 20 year undiscounted time period.

A longer integration period makes biofuels moreaative because there is a longer
period to repay thearbon debt associated with initial deforestation. However,
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discounting reduces the effective quantity thehfeirin the future the savings occur.
While discounting is a common approach in econotflicsomparing across time
periods, discounting physical tons has been a#tiby many economists. In fact,
simple arithmetic shows that it is consistent vetionomic principles but implies that the
price of carbon is constant over time. The steshftamula for calculating net present
value (NPV) of the value of different quantitiesi¢e, P, times quantity at t,)ver
time t=0 to T is in the first summation sign, birce P is independent of t by
assumption, it can be factored out of the summatimhwe are left with an expression
that “discounts” the physical quantity. If P isggto be established in a LCFS credit
market, then you don’t need it to make the discaaitulation. So if you are willing to
assume the price is not changing over time the & calculation is fine.

NPV =

(l—rj (1—:0

In the indirect emissions calculation, i composed of two parts, a land use emission
(or uptake) component and a fossil fuel offset congmt. In the carbon debt
characterization of the problem, the land use @omnssare a very big negative in period O
so that the net effect is that P#@ negative. The land emissions are 0 for theakthe
period, and so the positive offset of fossil fumlakes P*Qfor t>0. Normal discounting
gives greater weight to early periods because {(Istgreater one and getting larger with
t.

This formulation then raises the question of thegrapriate discount rate. Is it a
social discount rate reflecting a prescriptive viegwntertemporal equity, or descriptive
estimate of the rate at which the economy makes sadeoffs? Some argue that the
former should be very low, perhaps zero while #itel is often gauged to be in the range
of 3 to 5 percent. Still another view is that ttage should reflect private investor
decisions in assets that have some risk. Theatatdich companies can finance
investment through combined debt-equity financiregaften assumed to be on the order
of 8-9%.

Other simple assumptions about the time path @rPget other expressions where P
factors out of the summation but that have a muiterdnt implication (Herzog, et al.,
2003). If P grows at the rate of —as might be eigeif a given set of allowances were
allocated optimally over time, then the (14#gctor appears in both numerator and
denominator and cancels out, P factors out, anceywowp with the simple sum over T
years. This characterization justifies the singale in the CARB approach. However,
there is not a particularly compelling reason toage a particular finite integration
period. Some have suggested the period shouldebinte horizon of the policy, while
others have suggested the lifetime of biofuel patidn facility. But nothing prevents
biofuels plant from unexpectedly shutting down heseaeconomic conditions change, or
of the facility staying open much longer (or a rnfawility being built to continue to
utilize the biomass crop produced on the origind#jorested land if the old one is
retired). Ifitis likely that the policy, or s@thing similar, will be extended then the
stated policy lifetime may not be relevant. If thiemass facility shuts downs and is not
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replaced by another facility, then that pressuréaod use goes away, and in principle
the land would grow back to a forest. So evenyuhk carbon debt is repaid by
restocking carbon on the land. The CARB approdetobdiscounting and having a
short terminal horizon is inconsistent with thisetvation. If biofuels production went
on forever, then the initial debt would tend towha¥ing no effect on the long run
marginal emissions. If the biofuels plant wouldat@ndoned then the forest would
return and completely offset the initial carbontj@mnd so again it would have no effect.
So by this reasoning the indirect emissions shali@ys be zero. With discounting
(price not rising at the discount rate) then thet fhat things happening in the long term
are worth less than those happening closer willmtlea flow of emissions savings over
time relative to the initial carbon debt.

This is the sense in which Herzog, et al., 2008rretl to value of temporary storage,
only in this case it is the cost of having extra,@&nporarily in the atmosphere, and
during that time biomass energy is offsetting foss| use. They assessed the value of
temporary carbon storage, applied to the carboakepdf ocean, assuming alternative
paths for the carbon price and interest rate. katig a similar approach, O’Hare et al.
(2009) proposed a cost-benefit accounting to catetthe net present value of biofuels
relative to fossil fuel, assuming a linear damagefion applied to the cumulative
radiative forcing of GHG emissions from fuels. Batbproaches follow sound economic
construction, similar to those necessary to comg#ierent GHG gases, as shown by
Reilly and Richards (1993). However, because thegeire the controversial choice of a
proper discount rate and involve even more compéesxand uncertainties that arise in
the assessment of how marginal damages would clevsgeime, policy makers have
shown little interest in such methods.

A bigger problem with this approach is that evewaf could make compelling cases
for value of discount rate and marginal damage, sisiply assigning a value is based on
a presumption of the continuation of biomass pradaaloes nothing to create an
incentive to do so. In the Herzog, et al. (2003ecaf ocean sequestration, the leakage
phenomenon they considered was purely physicaluaatfected by incentives. In land
use and biofuels production the decision to comtiounot is a choice and if any payment
presuming continuation is paid up front it ceagegroduce an incentive to carry through
once the payment is made.

Reilly et al. (2007) and Reilly and Asadoorian (2p@aised this incentive issue, and
described how a calculation like this would prodaneasymmetric treatment of biofuels
and land use investment decisions compared withweastment in a power plant that
face a CQ price and where potential investors would neefim their own expectations
of the future price. They argued that any {&itted at the time of its discharge (or
uptake) is equal and should face the same [2i0e, whatever its source. A cap and trade
or tax policy which includes emissions and creftitsuptake from land-use change, with
monitoring of carbon stored in vegetation and saild enforcement of such policies,
would eliminate the need for the integration tinceaunting. Investors in biofuels and
land development would need to develop expectaabosit the future in the same ways
as investors in power plants. Following this loditelillo et al. (2009) argued that there
should be no integration over time. If large iediremissions occur in early years those
should be fully charged in those years without aeraition of potential future offsets of
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fuel use. Later production would then not face tiarge, and investors would decide if
future benefits justified the initial large penaltyhis approach would monetize the
carbon debt. It avoids the problem of the impletimgnagency having choose an
integration period or a proper discount rate. EBhaescisions would be left to market, as
they are in all other private investment decisiotisvould likely mean that initially
biofuels would be far worse than gasoline and theyld face a penalty in an LCFS, and
they would only be used if there were strong exgtemts that in future periods the
penalty would go away because no further expansidmofuels was occurring and so
there need be no further deforestation to accomtaa@ansion.

In this context, the underling dynamics of thecaddtion pursued by CARB are
hard to justify and so its not clear that corregtine dynamics of the estimation of
emissions is an improvment or not. The GTAP Typedlculations that attempt to
correct for yield growth move us closer to the tighswer for the 2013, 14, or 15, but the
relationship of that number to the correct numbere used in the calculation at hand is
unclear to me.

Comparing resultsto actual evidence on land use change

Model simulations offer a weak foundation for theantitative requirements of
the LCFS, yet ignoring indirect emissions completdso seems a mistake. The question
arises: Is it possible to ground-truth model-bgs&gections with actual land use changes
due to an expansion of biofuels? Or are their dasamilation approaches that optimize
model estimates to fit the data, and if so how winatlld that involve? For emissions
involved directly in the production process it @spible, at least in principle, to follow
the production chain and measure emissions at@aaoh although in practice it may be
difficult to track all inputs and to make actualasarements. Emissions at the ethanol
production plant can be measured but going badkduin the process, emissions from
transporting the biomass to the plant may be hdaereasure directly if the exact origin
of the grain is not known, and that would compkcastimating the specific emissions on
the farm growing the biomass, etc. However, atldaect measurement of a
representative example of each process is posdialeemissions due to indirect land
use change, in any year we may observe changasdruse and changes in fertilizer use
(and hence PO emissions) but many other forces are contributndpose changes. If
one could assemble an estimate of the changes shtre of different land uses, and
assemble an estimate of the changes in carbonsstocland could one then attribute,
based on the carbon stock of land in different ugescontribution of each change to
carbon emissions (or uptake)? This is the potieptanise of inverse methods that
would use satellite and in-situ measurements ofeotmations of greenhouse gases in the
atmosphere and of land use change, and throughikd®n of weather data would
detect where the gases must have been emittedapfineach needs to be comprehensive
and provide further data on the activities contiitigito emissions otherwise it would not
obviously distinguish between fossil fuel emissiansl land use emissions. At present
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this is still a far-off possibility since the measments of concentrations are not accurate
enough to resolve well net emissions. If it iatwibute land use emissions to human
activity it would also need to identify separatehanges due to natural causes.

Other more conventional statistical approachesbeaspplied. It is unlikely these can be
comprehensive, but they can evaluate and attengpatistically test some assumptions
of the models. The testing for effects of expamsibgrowing area on yields in Brazil as
discussed above is one example. Efforts to tungefsdo replicate observations are an
ad hoc way of fitting the model parameters to oleteon, and such efforts have been
made with at least the GTAP and FAPRI models. H@&awnevith many parameters there
are many ways to adjust the model to match observaPerhaps the more problematic
aspects of use of data are the dynamic aspedte iroblem as discussed briefly in
Section Ill. Agricultural commodity markets go dligh periods of relative slack and
tightness. During slack periods, some cropland beafallow and other used less
intensively. Additions of biofuels production dugi such a period may be possible with
little expansion of cropland. But as demand fad@ecovers and grows the land that
was fallow or used less intensively would no lonigermvailable for food production
adding pressure for land conversion. If biofuelsdoiction can swing in and out, making
use of slack resources when they are availabla,dttebuting little emissions to them
may be accurate. But if production persists thiotught periods then ti could be argued
that land conversions in those periods are attidtiatto previously expanded biofuels
production. A simple annual accounting would regatare this dynamic effect. More
thought is needed on how such attribution of stesrh changes are consistent with long
term responses. However, at present the onlylfleagpproach appears to be the use
models.
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