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Overview

Visibility impairment occurs when fine particulateatter (PM s) in the atmosphere scatters and
absorbs light, thereby creating haze. RBMan be emitted into the atmosphere directly angy
particulates, or it can be produced in the atmaspfiem photochemical reactions of gas-phase
precursors and subsequent condensation to fornrmdagoparticulates. Examples of primary
PM, s include crustal materials and elemental carboangptes of secondary PM include ammo-
nium nitrate, ammonium sulfates, and secondarynmcgegerosols (SOA). Secondary PMs
generally smaller than primary BN and because the ability of BMto scatter light depends on
particle size, with light scattering for fine patés being greater than for coarse particles,
secondary Pl plays an especially important role in visibilitppairment. Moreover, the
smaller secondary PM can remain suspended in the atmosphere for |@egerds and is
transported long distances, thereby contributingegponal-scale impacts of pollutant emissions
on visibility.

The sources of Pp4 are difficult to quantify because of the completure of their formation,
transport, and removal from the atmosphere. Thisas& difficult to simply use emissions data
to determine which pollutants should be controtedhost effectively improve visibility.
Photochemical air quality models offer opportutdybetter understand the sources of,Blaly
simulating the emissions of pollutants and the ftran, transport, and deposition of PMIf an
air quality model performs well for a historicaligpde, the model may then be useful for
identifying the sources of PM and helping to select the most effective emissredsiction
strategies for attaining visibility goals. Althoughveral types of air quality modeling systems are
available, the gridded, three-dimensional, Eulemantels provide the most complete spatial
representation and the most comprehensive repeggenof processes affecting BM

especially for situations in which multiple pollatasources interact to form BN For less
complex situations in which a few large point s@srof emissions are the dominant source of
PM s, trajectory models (such as the California Puffiddig CALPUFF]) may also be useful for
simulating PM .

Air Quality Models

The WRAP RMC utilized two regulatory air quality deling systems to conduct all regional
haze modeling. A brief discussion of each of theseels is provided below.

Community Multi-Scale Air Quality Model

EPA initially developed the Community Multi-Scalér Quality (CMAQ) modeling system in
the late 1990s. The model source code and supgatéta can be downloaded from the
Community Modeling and Analysis System (CMAS) Ceifitétp://www.cmascenter.ory/

which is funded by EPA to distribute and providaited support for CMAQ users. CMAQ was
designed as a “one atmosphere” modeling systemdongpass modeling of multiple pollutants
and issues, including ozone, PM, visibility, andtaxics. This is in contrast to many earlier air
guality models that focused on single-pollutanuéss(e.g., 0zone modeling by the Urban
Airshed Model). CMAQ is an Eulerian model—thatiigs a grid-based model in which the
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frame of reference is a fixed, three-dimensionaD}3yrid with uniformly sized horizontal grid
cells and variable vertical layer thicknesses. fitmaber and size of grid cells and the number
and thicknesses of layers are defined by the based in part on the size of the modeling
domain to be used for each modeling project. Tlyeskence processes included in CMAQ are
emissions, advection and dispersion, photochertrimasformation, aerosol thermodynamics and
phase transfer, agueous chemistry, and wet andegiysition of trace species. CMAQ offers a
variety of choices in the numerical algorithmsti@ating many of these processes, and it is
designed so that new algorithms can be includédemmodel. CMAQ offers a choice of three
photochemical mechanisms for solving gas-phase istigmthe Regional Acid Deposition
Mechanism version 2 (RADM?2), a fixed coefficientsien of the SAPRC90 mechanism, and
the Carbon Bond IV mechanism (CB-1V).

Comprehensive Air Quality Model with Extensions

The Comprehensive Air Quality Model with extensi¢g8&Mx) model was initially developed
by ENVIRON in the late 1990s as a nested-grid, @esse, Eulerian photochemical grid model.
ENVIRON later revised CAMXx to treat PM, visibilitgnd air toxics. While there are many
similarities between the CMAQ and CAMXx systemsyé¢hare also some significant differences
in their treatment of advection, dispersion, aerémonation, and dry and wet deposition.

Model Versions

Both EPA and ENVIRON periodically update and rewiseir models as new science or other
improvements to the models are developed. For CMRRA typically provides a new release
about once per year. The initial 2002 MPE for WRAded CMAQ version 4.4, which was
released in October 2004. In October 2005 EPA sel@&MAQ version 4.5, which includes the
following updates and improvements to the modediygtem:

* A new vertical advection algorithm with improved ssaonservation

* Changes in deposition velocities for some PM sgecie

* A new sea-salt emissions model and inclusion oka#tan the aerosol thermodynamics
* An option to make vertical mixing parameters vasyadunction of land use type

The RMC completed the initial CMAQ MPE using CMAQ. When version 4.5 was released
in October, the modeling was revised and a compau$ the model performance using the two
versions was compared. Note that some of the ratuifes in CMAQ v4.5 (e.g., sea salt in the
AE4 aerosol dynamics module, and percent urbanmum vertical diffusivity) require the
reprocessing of the MM5 data using the new versiadCIP (MCIP v3.0). However, because
such reprocessing could potentially jeopardizetiRAP modeling schedule, WRAP elected to
operate CMAQ v4.5 using the MM5 data processedgusiprevious MCIP version, MCIP v2.3,
and the AE3 aerosol module that does not inclutleeasea salt chemistry.

ENVIRON releases updated versions of CAMXx approxétysevery two years, or as new
features become available. The version used focahgarison of CMAQ and CAMx was

CAMx v4.3. There are many similarities between CQIAnd CAMXx regarding the science
algorithms and chemical mechanisms used, inclutied:B-IV gas-phase and RADM aqueous-
phase chemistries, ISORROPIA aerosol thermodynaranes PPM horizontal advection scheme.
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In the past, the treatment of vertical advectios wanajor difference between the two models;
however, the incorporation of the new mass conservacheme in CMAQ v4.5 makes its
vertical advection algorithm much more similartattof CAMX.

Major differences between the two models that ekit are in the basic model code, in the
treatment of horizontal diffusion SOA formation rhaaisms, and in grid nesting (CAMXx
supports one-way and two-way nesting, whereas CMAgGports just one-way grid nesting).
Both models include process analysis for the gas@lportions of the model. The publicly
released version of CAMx supports ozone and PMcsoapportionment through its Ozone and
PM Source Apportionment Technology (OSAT/PSAT) pngltools, while for CMAQ there are
research versions of the model that include Ta@peties Source Apportionment (TSSA) for
some PM species (e.g., sulfate and nitrate). Téeralso research versions of CMAQ and
CAMx that support the Decoupled Direct Method (DDa&#&nsitivity tool for PM and ozone.

The CAMx model is computationally more efficienathCMAQ. However, CAMXx is currently
supported for use on only a single central proogsshit (CPU) and can perform
multiprocessing using Open Multi-Processing (OM&agielization (i.e., shared memory
multiprocessors). CMAQ parallelization, on the ethand, is implemented using Message
Passing Interface (MPI) multiprocessing and theeet@an be run using any number of CPUs.
Depending on the number of model simulations tpdréormed and the manner in which they
are set up, there can be a slight advantage eitlf@AMx or to CMAQ in regard to
computational efficiency.

Model Simulations

In support of the WRAP Regional Haze air qualitydaling efforts, the RMC developed air
quality modeling inputs including annual meteorgl@gd emissions inventories for a 2002
actual emissions base case, a planning case tsggpirthe 2000-04 regional haze baseline
period using averages for key emissions catega@rmesa 2018 base case of projected emissions
determined using factors known at the end of 2@80I%emission inventories were developed
using the Sparse Matrix Operator Kernel Emissi@d@KE) modeling system. Each of these
inventories has undergone a number of revisiormutiitout the development process to arrive at
the final versions used in CMAQ and CAMx air quahtodeling. The development of each of
these emission scenarios is documented under tissiens inventory sections of the TSS. In
addition to various sensitivities scenarios, theARPRperformed air quality model simulations

for each of the emissions scenarios as follows:

* The 2002 base case emissions scenario, refereei“®002 Base Case” or “Base02".
The purpose of the Base02 inventory is to reprebenactual conditions in calendar year
2002 with respect to ambient air quality and theoamted sources of criteria and
particulate matter air pollutants. The Base02 sioiss inventories are used to validate
the air quality model and associated databasesoasheimonstrate acceptable model
performance with respect to replicating observetiqdate matter air quality.

* The 2000-04 baseline period planning case emissicgsario is referred to as “Plan02”.
The purpose of the Plan02 inventory is to repreBaséline emission patterns based on
average, or “typical”, conditions. This inventgmovides a basis for comparison with the
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future year 2018 projected emissions, as well @mtme reasonable progress with respect
to future year visibility.

* The 2018 future-year base case emissions scergfieoed to as “2018 Base Case” or
“Basel8”. These emissions are used to represeditams in future year 2018 with
respect to sources of criteria and particulate enaiit pollutants, taking into
consideration growth and controls. Modeling resb#ised on this emission inventory are
used to define the future year ambient air qualitgl visibility metrics.

Data Sources

The CMAQ model requires inputs of three-dimensigralded wind, temperature, humidity,
cloud/precipitation, and boundary layer parametef&e current version of CMAQ can only
utilize output fields from the PSU/NCAR MM5 metetmgical model. MMS5 is a state-of-the-
science atmosphere model that has proven usefalrfquality applications and has been used
extensively in past local, state, regional, andonal modeling efforts. MM5 has undergone
extensive peer-review, with all of its componerdattually undergoing development and
scrutiny by the modeling community. In-depth dgsans of MM5 can be found in Dudhia
(1993) and Grell et al. (1994), andnditp://www.mmm.ucar.edu/mmb5All meteorological data
used for the WRAP air quality modeling efforts degived from MM5 model simulations. The
development of these data is documented in (Ker@dk, S. et al., 2005)

Emission inventories for all WRAP air quality siratibns were developed using the Matrix
Operator Kernel Emissions (SMOKE) modeling systérhe development of these data has
been discussed and documented elsewhere (Tonr&senal., 2006)

Initial conditions (ICs) are specified by the ugmarthe first day of a model simulation. For
continental-scale modeling using the RPO UnifieekB6domain, the ICs can affect model
results for as many as 15 days, although the dffpatally becomes very small after about 7
days. A model spin-up period is included in eachusation to eliminate any effects from the
ICs. For the WRAP modeling, the annual simulat®divided into four quarters, and included a
15-day spin-up period for the quarters beginningmil, July, and October. For the quarter
beginning in January 2002, a spin-up period cogebecember 16-31, 2001, using meteorology
and emissions data developed for CENRAP were used..

Boundary conditions (BCs) specify the concentratiohgas and PM species at the four lateral
boundaries of the model domain. BCs determine theuats of gas and PM species that are
transported into the model domain when winds flewnto the domain. Boundary conditions
have a much larger effect on model simulations th@afCs. For some areas in the WRAP region
and for clean conditions, the BCs can be a subatamntributor to visibility impairment.

For this study BC data generated in an annual sitionl of the global-scale GEOS-Chem model
that was completed by Jacob et kttff://www-as.harvard.edu/chemistry/trop/g@der calendar
year 2002 were applied. Additional data processirthe GEOS-Chem data was required before
using them in CMAQ and CAMx. The data first hadb®mapped to the boundaries of the
WRAP domain, and the gas and PM species had terbapped to a set of species used in the
CMAQ and CAMx models. This work was completed byBynd coworkershftp://www-
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as.harvard.edu/chemistry/trop/geos/meetings/200/&ppanding Model Capabilities/GEOS-
CMAQ april 4 Byun.ppt

The CMAQ model options and configuration used far WRAP 36-km model simulations are
described in Tonnesen, G. et al., 2006.

Model Run Specification Sheets

In order to provide documentation for each of th@AT) and CAMXx air quality model
simulations conducted by the WRAP RMC during Caéengkar 2006, a series of Model Run
Specification Sheets were developed. These “SheetS’ provide a description of each
simulation, the various air quality model optiomsl@onfigurations used and detailed listing and
description of the meteorological data and emissigantories for each scenario. These Spec
Sheets also provide a means for the RMC to traekldvelopment of each of the input data sets
and defined the modeling schedule. The purposact simulation, and expected results,
including their implications, are also included.lidk to each of the individual Specification
Sheets for the model simulations can be found erRiMC web site at:
http://pah.cert.ucr.edu/agm/308/cmag.shtml

2002 Base Case Modeling

Base02 Sensitivity Simulations

The purpose of the 2002 Base Case modeling effi@ssto evaluate air quality/visibility
modeling systems for a historical episode—in tlaise; for calendar year 2002—to demonstrate
the suitability of the modeling systems for subssdplanning, sensitivity, and emissions
control strategy modeling. Model performance eviadumais performed by comparing output
from model simulations with ambient air quality @&br the same time period. After creating
emissions and meteorology inputs for the two aaligpimodels, CMAQ and CAMX, the next
step was to perform the visibility modeling and thedel performance evaluations, which are
described below. A detailed discussion of the tesafithe CMAQ and CAMx model
simulations can be found in Tonnesen, G. et abD62MAIso documented in Tonnesen, G. et al.,
2006 are the results of the model performance atialy a model inter-comparison and
discussion of various sensitivity simulations. Tinrmation was used as the basis for
recommending the selection of CMAQ and/or CAMx éonplete the remaining modeling efforts
in RMC'’s support of WRAP.

Model Performance Evaluation

The objective of a model performance evaluation @YiB to compare model-simulated
concentrations with observed data to determine lveneghe model’s performance is sufficiently
accurate to justify using the model for simulatioture conditions. There are a number of
challenges in completing an annual MPE for regitvaale. The model must be compared to
ambient data from several different monitoring reeke for both PM and gaseous species, for an



annual time period, and for a large number of siftée® model must be evaluated for both the
worst visibility conditions and for very clean catains. Finally, final guidance on how to
perform an MPE for fine-particulate models is net gvailable from EPA. Therefore, the RMC
experimented with many different approaches fomshg model performance results. The plot
types that were found to be the most useful aréailening:

» Time-series plots comparing the measured and nueelicted species concentrations
» Scatter plots showing model predictions onyaxis and ambient data on thexis
» Spatial analysis plots with ambient data overlaidrdel predictions

» Bar plots comparing the mean fractional bias (MBBjnean fractional error (MFE)
performance metrics

* “Bugle plots” showing how model performance va@ssa function of the PM species
concentration

» Stacked-bar plots of contributions to light extiootfor the average of the best-20%
visibility days or the worst-20% visibility days each site; the higher the light extinction,
the lower the visibility

Examples of each of these MPE metrics and angbysiducts can be found in Tonnesen, G. et
al., 2006. The results of the MPE are availalbenfthe WRAP RMC website
(http://pah.cert.ucr.edu/agm/308/eval.shtml

2002 Planning Scenario

The 2000-04 baseline period planning case scersaréderred to as “Plan02”. The purpose of
the Plan02 scenario is to simulation the air quaéipresentative of baseline emission patterns
based on average, or “typical”, conditions. Tlusreario provides a basis for comparison with
the future year 2018 scenario based on projectessams, as well as to gauge reasonable
progress with respect to future year visibility.

Plan02 Simulations Input Data

Input data used for the 2002 Planning model sinariatconsisted of the same meteorology as
for the 2002 Base Case and the Plan02 emissiontiories described under the Emissions
Modeling section of the TSS.

The setup of the CMAQ model (including science @i run scripts, simulation periods, and
ancillary data) for the Plan02 cases was identac#tat used in the Base02 modeling, as
described in the 2002 MPE report (Tonnesen e2@06). In summary, CMAQ v4.5 (released by
EPA in October 2005) was used on the RPO Unifie#trB&omain. The Carbon Bond
Mechanism version 4 (CB4) with RADM aqueous chemjshe SORGAM organic aerosol
algorithm, and all other science algorithms dethiteTonnesen et al., 2006 were used. Initial
condition (IC) data for January 1, 2002, were depetl using a 15-day spin-up period
(December 16-31, 2001). Boundary condition (BCadatre generated in an annual simulation
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of the global-scale GEOS-Chem model that was caegblley Jacob et albitp://www-
as.harvard.edu/chemistry/trop/gedst calendar year 2002.

Comparison With Base02 Simulations

For each of the three Plan02 emissions datasetaabwisibility modeling was performed using
the CMAQ model. This was a key aspect of the QAcedure, since errors in the emissions
inventories that might not be apparent during thessions QA steps might be more readily
detected in the results from the CMAQ modeling.

In our initial analysis of the Plan02 scenario tplvere prepared for QA purposes that compared
the Plan02a CMAQ results with the Base02a CMAQItedar daily and monthly averages.
After revising Plan02a to create Plan02b and Plap@@ditional QA plots were prepared to
compare the CMAQ results of each revised Plan02 tathe previous iteration. These were
prepared as Program for the Analysis and Visuatimaif Environmental data (PAVE) spatial
plots showing the change in individual PMspecies concentrations as daily, monthly, and
annual averages. The final set of analysis produntailable on the RMC web site, include
PAVE difference plots comparing the CMAQ-predictethual average species concentrations
from the Plan02c case with those from the Base@2b.d\ote that these plots are not useful for
visibility planning purposes, but are being prodde show the magnitudes of changes when
moving from the 2002 Base Case to the 2002 Planbasg—in other words, from the actual
emissions for the year 2002 to the “typical-yeariigsions created for the final Plan02 scenario.
The primary analysis “product” from the Plan02 CMA@deling is the use of its output in
combination with the CMAQ output from the 2018 miiag to develop the visibility progress
calculations and glide path plots, described below.

2018 Model Simulations

The 2018 future-year base case scenario is refasrasl “2018 Base Case” or “Basel8”. The
purpose of the Basel8 scenario is to simulatiorathguality representative of conditions in
future year 2018 with respect to sources of catand particulate matter air pollutants, taking
into consideration growth and controls. Modelingulés based on this emission inventory are
used to define the future year ambient air qualtg visibility metrics.

Basel8 Simulation Input Data

Input data used for the 2018 Base Case model siimngaconsisted of the same meteorology as
for the 2002 Base Case and the Base1l8 emissiontories described under the Emissions
Modeling section of the TSS.

The setup of the CMAQ model (including science apdi run scripts, simulation periods, and
ancillary data) for the Basel18 cases was idertictilat used in the Base02 modeling, as
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described in the 2002 MPE report (Tonnesen e2@06). In summary, CMAQ v4.5 (released by
EPA in October 2005) was used on the RPO UnifietrB&omain. The Carbon Bond
Mechanism version 4 (CB4) with RADM aqueous chemjshe SORGAM organic aerosol
algorithm, and all other science algorithms dethiteTonnesen et al., 2006 were used. Initial
condition (IC) data for January 1, 2002, were depetl using a 15-day spin-up period
(December 16-31, 2001). Boundary condition (BCadatre generated in an annual simulation
of the global-scale GEOS-Chem model that was caegblley Jacob et alhitp://www-
as.harvard.edu/chemistry/trop/gedst calendar year 2002.

Basel8 Simulation Results

The purpose of modeling 2018 visibility is to comgpthe 2018 visibility predictions to the 2002
typical-year visibility modeling results, as dissad below. Some improvements in visibility by
2018 are expected because of reductions in emgssdiaa to currently planned regulations and
technology improvements. A brief summary is prodithere of the comparison between the
2018 and 2002 results using annual average PAVEaspéots. The goal of this summary is to
convey the scale and spatial extent of changesyirP s species from 2002 to 2018. For
planning purposes, on the other hand, states do&s tshould focus on the visibility projections
and glide path calculations at individual Clasgéas.

Figures 1 through 4 show the annual average coratemts for sulfate, nitrate, P\ and model-
reconstructed visibility (in deciviews), respectivdn each figure, the bottom two plots show the
modeled concentration or deciviews for the Plan&2th Base18b cases, while the top plot shows
the change in visibility calculated as Base18b miRlan02b. The Plan02b results are presented
here instead of Plan02c results because thesehaldtpreviously been prepared with version B.
As the differences between Plan02b and Plan02exdremely small, new plots prepared using
Plan02c would be essentially identical to the tssul Figure 1 through 4.

In each of the top plots in the four figures, coolors indicate areas in which model-predicted
visibility improved from 2002 to 2018, while warmolors indicate areas where modeled

visibility became worse over that period. Figurghbws that reductions in sulfate were largest in
the southwest corner of the WRAP region and in $ea Oklahoma. This results from planned
SO, emissions reductions in the CENRAP region. Thezeevemaller reductions in sulfate in the
Los Angeles area, western Washington state, arnthesmuNevada. There were small increases of
sulfate, mostly in Wyoming, due to growth in S€nissions. Most regions of the WRAP domain
had low concentrations of sulfate in 2002 anddlitthange in sulfate by 2018.

Figure 2 shows the results for nitrate. In the #1802 and 2018, the modeled nitrate was greatest
in California, and there were reduction in nitrete¢hat state in 2018 because of reductions in
mobile-source N@emissions. There were small reductions in the Rikaea as well, also

from reductions in mobile-source N@®missions.

Figure 3 shows the comparison of PMor 2002 and 2018. In most areas of the WRAP regio
changes in PMs were less than fig/m®. Locations with increases in BMcorrespond to areas

of increased sulfate (see Figure 3-1). Areas wighlargest reductions in BMwere the areas in
California that had large reductions in modeledatét in 2018 (see Figure 3-2). Results for other
species that contribute to BMare available on the RMC web site at
http://pah.cert.ucr.edu/agm/308/cmag.shtml#baseskBarn02b
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Figure 4 compares model-reconstructed visibilityZ802 and 2018. Note that these results are
calculated using the modeled relative humidity (R$#) they differ from the results that use site-
specific monthly average RH. Nonetheless, the tesulFigure 4 are indicative of the direction
and magnitude of visibility changes in from 2002@1.8. Although the largest improvements
are in California and the Pacific Northwest, thee¥e improvements throughout the WRAP
region. The change in deciviews is more dramata tine change in PM mass (Figure 3)
because the visibility in deciviews is a relativetric, so small mass changes in 2¥h good
visibility areas can result in large relative impeaents in visibility.



Delta ASO4
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Figure 1. Annual average aerosol sulfate (ASO4) coantration comparisons between
Basel8b and Plan02b. Top plot: difference betweehd two (Basel8b — Plan02b);
bottom left plot: Plan02b results; bottom right plot: Basel18b results.
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Delta ANO3
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Figure 2. Annual average aerosol nitrate (ANO3) corentration comparisons between
Basel8b and Plan02b. Top plot: difference betweehe two (Basel8b — Plan02b);
bottom left plot: Plan02b results; bottom right plot: Base18b results.

E-11



Delta PM25
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Figure 3. Annual average PM s concentration comparisons between Basel8b
and Plan02b. Top plot: difference between the twdB@asel8b — Plan02b);
bottom left plot: Plan02b results; bottom right plot: Base18b results.
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Delta DCV_Recon
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Figure 4. Annual average deciview comparisons betwa Basel8b and Plan02b.
Top plot: difference between the two (Basel8b — Ri@2b); bottom left
plot: Plan02b results; bottom right plot: Base18b esults.



Visibility Projections

The Regional Haze Rule (RHR) goals include achmpwatural visibility conditions at 156
Federally mandated Class | areas by 2064. In npmeifsc terms, that RHR goal is defined as
(2) visibility improvement toward natural condit®ior the 20% of days that have the worst
visibility (termed “20% worst,” or W20%, visibilitgdays) and (2) no worsening in visibility for
the 20% of days that have the best visibility (“20&st,” or B20%, visibility days). One compo-
nent of the states’ demonstration to EPA that #reymaking reasonable progress toward this
2064 goal is the comparison of modeled visibilitgjpctions for the first milestone year of 2018
with what is termed a uniform rate of progress (YB&al. As explained in detail below, the
2018 URP goal is obtained by constructing a “linglade path” (in deciviews) that has at one
end the observed visibility conditions during thandated five-year (2000-2004) baseline period
and at the other end natural visibility conditian£064; the visibility value that occurs on the
glide path at year 2018 is the URP goal.

Preliminary WRAP 2018 visibility projections havedn made using the Plan02c and Basel18b
CMAQ 36-km modeling results, following EPA guidartbat recommends applying the
modeling results in a relative sense to projectridyear visibility conditions (U.S. EPA, 2001,
2003a, 200k Projections are made using relative response R@RIRFs), which are defined as
the ratio of the future-year modeling results te tarrent-year modeling results. The calculated
RRFs are applied to the baseline observed vigilmbnhditions to project future-year observed
visibility. These projections can then be useds®eas the effectiveness of the simulated
emission control strategies that were includedheftiture-year modeling. The major features of
EPA’s recommended visibility projections are asdak (U.S. EPA, 2003a,b, 2006):

* Monitoring data should be used to define currengjaality.

* Monitored concentrations of PiMare divided into six major components; the firgef
are assumed to be BMand the sixth is Pik.1o

e SO (sulfate)

* NOs (particulate nitrate)

* OC (organic carbon)

* EC (elemental carbon)

* OF (other fine particulate or soil)
* CM (coarse matter).

* Models are used in a relative sense to develop RRtgeen future and current predicted
concentrations of each component.

» Component-specific RRFs are multiplied by currephitored values to estimate future
component concentrations.

» Estimates of future component concentrations ansaalated to provide an estimate of
future air quality.
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* Future estimated air quality is compared with thaldor regional haze to see whether
the simulated control strategy would result ingloal being met.

» Itis acceptable to assume that all measured sufan the form of ammonium sulfate
[(NH4).SOy] and all particulate nitrate is in the form of awmum nitrate [NHNOs].

To facilitate tracking the progress toward visilyiljoals, two important visibility parameters are
required for each Class | area:

» Basdline Conditions. “Baseline Conditions” represent visibility for tB20% and W20%
days for the initial five-year baseline period lo¢ regional haze program. Baseline
Conditions are calculated using monitoring datéectéd during the 2000-2004 five-year
period and are the starting point in 2004 for théasm rate of progress (URP) glide path
to Natural Conditions in 2064 (U.S. EPA, 2003a).

* Natural Conditions: “Natural Conditions,” the RHR goal for 2064 foetkederally
mandated Class | areas, represent estimates oaheitibility conditions for the B20%
and W20% days at a given Class | area.

Baseline Conditions

Baseline Conditions for Class | areas are calcdlageng fine and coarse PM concentrations
measured at Interagency Monitoring of Protectedigli&€nvironments (IMPROVE) monitors
(Malm et al., 2000). Each Class | area in the WRWaRain has an associated IMPROVE PM
monitor. The IMPROVE monitors do not measure vigipbdirectly, but instead measure
speciated fine particulate (BN and total PMs and PMo mass concentrations from which
visibility is calculated using the IMPROVE aerosakinction equation, discussed later.

Visibility conditions are estimated starting witiletIMPROVE 24-h average PM mass
measurements related to six PM components of égtihction:

» Sulfate [(NH).SOy]

» Particulate nitrate [(NENO3]

* Organic matter [OMC]

» Light-absorbing carbon [LAC] or elemental carboiC|E

+ Soaoll

» Coarse matter [CM]
The IMPROVE monitors do not directly measure sornthese species, so assumptions are
made as to how the IMPROVE measurements can bstadjand combined to obtain these six
components. For example, sulfate and particuldtataiare assumed to be completely
neutralized by ammonium and only the fine mode {BN& speciated to obtain sulfate and

nitrate measurements (that is, any coarse-modatswhd nitrate in the real atmosphere may be
present in the IMPROVE CM measurement). Conceptnatfor the above six components of
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light extinction in the IMPROVE aerosol extinctiequation are obtained from the IMPROVE
measured species using the formulas shown in Tlable

Table 1. Definition of IMPROVE components from measred species.

(Ill\gt)nlzgr:/eit Calculation of Component from IMPROVE Measured Spetes
Sulfate 1.375x(3xS)
Nitrate 1.29 x NG
OoMC 1.4x0OC
LAC EC
Soil (2.2 x Al) + (2.49 x Si) + (1.63 x Ca) + (2.4Fe) + (1.94 x Ti)
CM MT — MF

where

* Sis elemental sulfur as determined from proton:aadl x-ray emissions (PIXE) analysis
of the IMPROVE Module A. To estimate the mass @f shilfate ion (S@), S is
multiplied by 3 to account for the presence of etydf S is missing then the sulfate
(SOy) measured by ion chromatography analysis of MoBulkeused to replace (3 x S).
For the IMPROVE aerosol extinction calculation fatd is assumed to be completely
neutralized by ammonium (1.375 x §0

* NOjs is the particulate nitrate measured by ion chrograiphy analysis of Module B. For
the IMPROVE aerosol extinction calculation, it 8samed to be completely neutralized
by ammonium (1.29 x N§).

* The IMPROVE organic carbon (OC) measurements atepted by 1.4 to obtain
organic matter (OMC), which adjusts the OC mas®fber elements assumed to be
associated with OC.

» Elemental carbon (EC) is also referred to as lajtgerbing carbon (LAC).

» Soil is determined as a sum of the masses of tHleseents (measured by PIXE)
predominantly associated with soil (Al, Si, Ca, Reand Ti), adjusted to account for
oxygen associated with the common oxide forms. Bse& is also a product of the
combustion of vegetation, it is represented inftimeula by 0.6 x Fe and is not shown
explicitly.

 MT and MF are total PM and PM s mass, respectively.

Associated with each PM species is an extinctifiniefcy that converts concentrations (in

pg/m’) to light extinction (in inverse megameters, Mmas listed below. Sulfate and nitrate are
hygroscopic, so relative humidity (RH) adjustmeattérs, f(RH), are used to increase the

E-16



particles’ extinction efficiency with increasing Rttis accounts for the particles’ taking on
water and having greater light scattering. Not¢ sleane organic matter (OMC) compounds may
also have hygroscopic properties, but the IMPRO¥Bs0! extinction equation assumes OMC
is nonhygroscopic.

Bsutate = 3 X f(RH) x [sulfate]
Bnirate = 3 X f(RH) X [nitrate]

Bom = 4 x[OMC]
Bec = 1O0x[EC]
Bsoil = 1x/[soll]
Bewm = 0.6x [CM]

The total light extinctionflex) is assumed to be the sum of the light extinctdunes to the six PM
species listed above plus Rayleigh (blue sky) bantkgd extinction fray), which is assumed to
be 10 Mm'. This is reflected in the IMPROVE extinction ecoat

Bext = BRay"' Bsulfate + Pnitrate + Pec +Bomc + Psoil + Pem

The total light extinctionflex) in Mm™ is related to visual range (VR) in kilometers gsihe
following relationship:

VR = 3912 Bex

The RHR requires that visibility be expressed imtgof a haze index (HI) in units of deciview
(dv), which is calculated as follows:

HI = 10 InBex/10)

The equations above, with measurements from treec@sed IMPROVE monitor, are used to
estimate the daily average visibility at each Clem®a for each IMPROVE monitored day. For
each year from the 2000-2004 baseline period, ttieg average visibility values are then
ranked from highest to lowest. The “worst days'ihilgy for each of the five years in the
baseline period is defined as the average vigitakitoss the 20% worst-visibility days (highest
deciview values); similarly, the “best days” vidityi is defined as the average visibility across
the 20% best-visibility days (lowest deciview valéor each year. The Baseline Conditions for
the best and worst days are defined as the fiveaygaage of the B20% visibility days and of
the W20% visibility days, respectively, across fikie-year baseline period.

The set of equations given above for relating messBEM species to visibility (light extinction)
are referred to as the “Old IMPROVE” equation. TM®ROVE Steering Committee has
developed a “New IMPROVE” equation that they bedidetter represents the fit between
measured PM species concentrations and visibifipairment. Although conceptually similar to
the Old IMPROVE equation, the New IMPROVE equatiiociudes updates to many of the
parameters and the addition of extinctions due@g &bsorption and sea salt. 2018 visibility
projections and comparisons with the URP glide gathls were performed using both the New
and Old IMPROVE equations. The reader is refertselvenere for details on the New
IMPROVE extinction equation (e.g., EPA, 2006a,b).
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Mapping Model Results to IMPROVE Measurements

As noted above, future-year visibility at Classdas is projected by using modeling results in a
relative sense to scale current observed visilditythe B20% and W20% visibility days. This
scaling is done using RRFs, the ratios of futura-ysodeling results to current-year results.
Each of the six components of light extinctionhe IMPROVE reconstructed mass extinction
equation is scaled separately. Because the modpéazies do not exactly match up with the
IMPROVE measured PM species, assumptions must de manap the modeled PM species to
the IMPROVE measured species for the purpose ¢égirng visibility improvements. For
example, in the model’s chemistry (which explicgiynulates ammonium), sulfate may or may
not be fully neutralized; the IMPROVE extinctionuagion, on the other hand, assumes that
observed sulfate is fully neutralized by ammonitior. the CMAQ v4.5 model (September 2005
release) used in the WRAP RMC modeling, the mappfngodeled species to IMPROVE
measured PM species is listed in Table 2.

Table 2. Mapping of CMAQ v4.5 modeled species conuations
to IMPROVE measured components.

(Ij'\gfnlzgr\lleEnt CMAQ V4.3 Species
Sulfate 1.375 x (ASO4J + AS04I)
Nitrate 1.29 x (ANO3J + ANOZ3I)
OoMC AORGAJ + AORGAI + AORGPAJ + AORGPAI + AORGBJAORGBI
LAC AECJ + AECI
Saoll A25J + A25I
CM ACORS + ASEAS + ASOIL

Projecting Visibility Changes Using Modeling Result

RRFs calculated from modeling results can be usgudject future-year visibility. For the urrent
modeling efforts, RRFs are the ratio of the 201&letiog results to the 2002 modeling results,
and are specific to each Class | area and eachpebles. RRFs are applied to the Baseline
Condition observed PM species levels to projectrasyear PM levels, which are then used with
the IMPROVE extinction equation listed above toeassvisibility. The following six steps are
used to project future-year visibility for the B2G#d W20% visibility days (the discussion
below is for W20% days but also applies to B20%sjtay

1. For each Class | area and each monitored day, daibyility is ranked using IMPROVE
data and IMPROVE extinction equation for each yean the five-year baseline period
(2000-2004) to identify the W20% visibility days feach year.

2. Use an air quality model to simulate a base-yeaogdideally 2000-2004, but in reality
just 2002) and a future year (e.g., 2018), theryabge resulting information to develop
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Class-l-area-specific RRFs for each of the six comemts of light extinction in the
IMPROVE aerosol extinction equation.

3. Multiply the RRFs by the measured 24-h PM dateefrh day from the W20% days for
each year from the five-year baseline period t@iolprojected future-year (2018) 24-h
PM concentrations for the W20% days.

4. Compute the future-year daily extinction using IM®ROVE aerosol extinction equation
and the projected PM concentrations for each oiW20% days in the five-year baseline
from Step 3.

5. For each of the W20% days within each year of ile2year baseline, convert the future-
year daily extinction to units of deciview and aage the daily deciview values within
each of the five years separately to obtain fivery®f average deciview visibility for the
W20% days.

6. Average the five years of average deciview vidipilo obtain the future-year visibility
Haze Index estimate that is compared with the Z0@8ress goal.

In calculating the RRFs, EPA draft guidance (U.BAE2001, 2006a) recommends selecting
modeled PM species concentrations “near” the mobidaking a spatial average of PM
concentrations across a grid-cell-resolution—depet X by NY array of cells centered on the
grid containing the monitor. For the WRAP 36-km CAnodeling, the model estimates for
just the grid cell containing the monitor are u§iesl, NX=NY=1).

For the preliminary 2018 visibility projectiongsults are presented only for “Method 1,” which
is the recommended approach in EPA’s draft modeajindance documents (U.S. EPA, 2001,
2006a). In the Method 1 Average RRF Approach, arage RRF for the W20% days from 2002
(Modeled Worst Days) is obtained for the PlanO2t thre Base18b CMAQ simulations by
averaging the PM concentration components acreskltddeled Worst Days and then
calculating the (future year):(base year) ratithef average PM concentrations. For example, if
S04, is the measured sulfate concentrations at Classa) or thei=1,... N 20% worst
visibility days in 2002, then the RRF for sulfate the W20% days would be obtained as:

1 N N
NZ S04, (2018 Z S04, (2018
RRF,(S04) == =z

N

N_2904ij (2002 _2904” (2002

For each Class | area and each of the W20% daysveérage RRF for each PM component
would be applied to concentrations for the W20%sdaym the 2000-2004 baseline period to
estimate future-year PM concentrations for eadh®W20% days. Extinction and HI would
then be calculated to obtain the projected futwaryisibility conditions using the procedures
given previously.

Glide Path to Natural Conditions
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The presumptive visibility target for 2018 is th&P goal that is obtained by constructing a
linear glide path from the current Baseline Cowaisi to Natural Conditions in 2064 (both
expressed in deciviews). For instance, Figure plays an example visibility glide path for the
Grand Canyon National Park (GRCA) Class | area. 'Eafault Natural Conditions value for
the W20% days (U.S. EPA, 2003b), shown as the dneenis the 2064 visibility goal at GRCA
of 6.95 dv. The blue diamonds at the left of that pke the annual average current conditions,
based on IMPROVE observations for the W20% daysb#sined from the Visibility Information
Exchange Web System (VIEWS) web siétf§://vista.cira.colostate.edu/vieysIrhese annual
average visibility values for the 20% worst dayewlan assessment of trends and the year-to-
year variation in visibility. The Baseline Condit®are the average of the W20% visibility from
2000-2004, which is the starting point for the glhth in 2004 (12.04 dv for GRCA). A linear
URP from the Baseline Conditions in 2004 to Nat@ahditions in 2064 (sloping pink line with
triangles) is assumed, and the value on the ghdle @t 2018 is the presumptive URP visibility
target that the modeled 2018 projections are coatpagainst to judge progress. In this example,
the visibility progress goal in 2018 would be 1085 Meeting this would require a 1.19 dv
reduction in visibility by 2018 to meet that milest year’s visibility progress target at the Grand
Canyon National Park.

Uniform Rate of Reasonable Progress Glide Path
Grand Canyon NP - 20% Worst Days
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Figure 5. Example of URP glide path using IMPROVE dta from the Grand Canyon
National Park for the W20% days and comparison withBase18b visibility projections.
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Preliminary Visibility Projection Results

For all of the WRAP Class | areas, the RMC perfatmpeeliminary 2018 visibility projections
and compared them to the 2018 URP goals usingl#m®2c and Base18b CMAQ modeling
results and the Old and New IMPROVE equations. Aexample, Figure 5 above compares the
Base18b visibility projections with the URP goakbed on the glide path for GRCA and the Old
IMPROVE equation. To achieve the 2018 URP goalntibeleled 2018 visibility projection

would have to show a 1.19 dv (=12.04-10.85) reductHowever, the modeled 2018 visibility
projection shows only a 0.33 dv (=12.04-11.71) otidun by 2018, which indicates that the
emission controls simulated in case Base18b wonticchieve the modeled URP goal; the 2018
visibility projection achieves only 28% of the g¢a8% = 100 x 0.33/1.19). Figure 6 displays
the 2018 visibility projections for all WRAP Clabkareas, using both the Old and New
IMPROVE equations, expressed as a percentage whvaat) the URP goal, with values of 100%
or greater achieving the goal. Using the procedoutined above, none of the WRAP Class |
areas are projected to achieve their URP goalgeTdre various reasons for this, such as the
presence of W20% days that are dominated by emis$iom sources that are not controllable,
such as wildfires, dust, and/or international tpeoms Additional analysis of these results and
alternative projection techniques are currentlyarrsiudy.
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Method 1 predictions for Colorado Plateau and Desert Southwest sites
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Method 1 predictions for Pacific Northwest and California sites
100%
[

« base18b old algorithm
90% H
4 base18b new algorithm

80%

70%

60%

50% -

40%

30% -

Percent of target reduction achieved

20%

10%

0% ‘
<33 < LIP3 T E LI 32 Lo
g 228832 ¢:2:sb2:5883¢2:32¢¢
T £ 22 2388 nb*F 3 <@g 28 3ac o FF 2
Pacific Northwest California

Figure 6. 2018 visibility projections at WRAP Clasd areas expressed as a
percent of achieving the 2018 URP goal using the @©and New IMPROVE
equation and the WRAP Basel8c CMAQ 36-km modelingasults.
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PM Source Apportionment

Impairment of visibility in Class | areas is caussda combination of local air pollutants and
regional pollutants that are transported long dis¢a. To develop effective visibility improve-
ment strategies, the WRAP member states and tniged to know the relative contributions of
local and transported pollutants, and which emmssepurces are significant contributors to
visibility impairment at a given Class | area.

A variety of modeling and data analysis methodshensed to perform source apportionment of
the PM observed at a given receptor site. Moddigeity simulations have been used in which
a “base case” model simulation is performed and #hparticular source is “zeroed out” of the
emissions. The importance of that source is asddnsevaluating the change in pollutants at the
receptor site, calculated as pollutant concentndatidhe sensitivity case minus that in the base
case. This approach is known as a “brute forcesisigity because a separate model run is
required for each sensitivity.

An alternative approach is to implement a massingcalgorithm in the air quality model to
explicitly track for a given emissions source themical transformations, transport, and removal
of the PM that was formed from that source. Maasking methods have been implemented in
both the CMAQ and CAMXx air quality models. Initiabrk completed by the RMC during 2004
used the CMAQ Tagged Species Source ApportionnT&BA) method. Unfortunately, there
were problems with mass conservation in the versfddMAQ used in that study, and these
affected the TSSA results. A similar algorithm bagn implemented in CAMx, the PM Source
Apportionment Technology (PSAT). Comparisons of A2®8d PSAT showed that the results
were qualitatively similar, that is, the relativanking of the most significant source contributors
were similar for the two methods. However, theltotass contributions differed. With separate
funding from EPA, UCR has implemented a versioi 86A in the new CMAQ release (v4.5)
that corrects the mass conservation error, bungive uncertainty of the availability of this
update, the CAMx/PSAT source apportionment methas used for the WRAP modeling
analysis.

The main objective of applying CAMx/PSAT is to evale the regional haze air quality for
typical 2002 (Plan02c) and future-year 2018 (BabgtBnditions. These results are used

» to assess the contributions of different geograpbigce regions (e.g., states) and source
categories to current (2002) and future (2018)ilisy impairment at Class | areas, to
obtain improved understanding of (1) the causeéhefmpairment and (2) which states
are included in the area of influence (AOI) of way Class | area; and

» toidentify the source regions and emissions categthat, if controlled, would produce
the greatest visibility improvements at a Classeha

CAMX/PSAT
The PM Source Apportionment Technology performga®apportionment based on user-

defined source groups. A source group is the coatioin of a geographic source region and an
emissions source category. Examples of sourcenggielude states, nonattainment areas, and
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counties. Examples of source categories includellmeburces, biogenic sources, and elevated
point sources; PSAT can even focus on individuatses. The user defines a geographic source
region map to specify the source regions of intetés or she then inputs each source category
as separate, gridded low-level emissions and/eattd-point-source emissions. The model then
determines each source group by overlaying theceatategories on the source region map. For
further information, please refer to the white pamethe features and capabilities of PSAT
(http://pah.cert.ucr.edu/agm/308/reports/PSAT_Wiktper 111405 _final draftl.pdivith
additional details available in the CAMx user'sdgi(ENVIRON, 2005http://www.camx.com

PM source apportionment modeling was performe@énosol sulfate (S§pand aerosol nitrate
(NOs) and their related species (e.g.,,580, NG, HNOs, NH3, and NH). The PSAT
simulations include 9 tracers, 18 source regiond,Gasource groups. The computational cost for
each of these species differs because additicaa@s must be used to track chemical
conversions of precursors to the secondary PM ep&1, NO3;, NH4, and secondary organic
aerosols (SOA). Table 3 summarizes the computetimenrequired for each species. The
practical implication of this table for WRAP is thiais much more expensive to perform PSAT
simulations for NQ and especially for SOA than it is to perform siatidns for other species.

Table 3. Benchmarks for PSAT computational costs feeach PM species.
Run time is for one day (01/02/2002) on the WRAP 36n domain.

Species No. of Species RAM Disk Storage | Run Time with
b Tracers Memory per Day 1 CPU

SO, 2 1.6 GB 1.1GB 4.7 h/iday
NO; 7 1.7 GB 2.6 GB 13.2 h/day
SO, and NQ 9 1.9GB 3.3GB 16.8 h/day
combined
SOA 14 6.8 GB Not tested Not tested
Primary PM 6 1.5GB 3.0GB 10.8 h/day
species

Two annual 36-km CAMx/PSAT model simulations weegfprmed: one with the Plan02c
typical-year baseline case and the other with theeB8b future-year case. It is expected that the
states and tribes will use these results to assesources that contribute to visibility
impairment at each Class | Area, and to guide fioéce of emission control strategies. The
RMC web site includes a full set of source appartient spatial plots and receptor bar plots for
both Plan02b and Basel8b. These graphical dispfay®e PSAT results, as well as additional
analyses of these results are available on theuh88&r
http://vista.cira.colostate.edu/tss/Tools/ResultsSBx
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CAMx/PSAT 2002 and 2018 Setup

PSAT source apportionment simulations for 2002 2018 were performed using CAMx v4.30.
Table 4 lists overall specifications for the 20 2AF simulations. The domain setup was
identical to the standard WRAP CMAQ modeling domdine CAMx/PSAT run-time options
are shown in Table 5. The CAMx/PSAT computatioradtdor one simulation day with source
tracking for sulfate (S§) and nitrate (NG) is approximately 14.5 CPU hours with an AMD
Opteron CPU. The source regions used in the P3Aillations are shown in Figure 7 and
Table 4. The six emissions source groups are destmn Table 6. The development of these
emissions data are described in more detail below.

The annual PSAT run was divided into four seasonsiodeling. The initial conditions for the
first season (January 1 to March 31, 2002) canma &adCENRAP annual simulation. For the
other three seasons, we allowed 15 model spin-yp glior to the beginning of each season.
Based on the chosen set of source regions andgraith nine tracers, and with a minimum
requirement of 87,000 point sources and a horizaiai@ain of 148 by 112 grid cells with 19
vertical layers, the run-time memory requiremerit.8 GB. Total disk storage per day is
approximately 3.3 GB. Although the RMC’s computatitodes are equipped with dual Opteron
CPUs with 2 GB of RAM and 1 GB of swap space, tigh hun-time memory requirements
prevented running PSAT simulations using the Opesk?ed memory multiprocessing
capability implemented in CAMX.

Table 4. WRAP 2002 CAMx/PSAT specifications.

WRAP PSAT Specs Description
Model CAMx v4.30
OS/compiler Linux, pgfo0 v.6.0-5
CPU type AMD Opteron with 2 GB of RAM
Source region 18 source regions; see Figure 4. Tahk 4.4

Emissions source groups Plan02b, 6 source groapsfable 4.5

From CENRAP
(camx.v4.30.cenrap36.0mp.2001365.inst.2)

Boundary conditions 3-h BC from GEOS-Chem v2

Initial conditions

Table 5. WRAP CAMx/PSAT run-time options.

WRAP PSAT specs Description
Advection solver PPM
Chemistry parameters| CAMx4.3.chemparam.4_CF
Chemistry solver CMC
Plume-in-grid Not used
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WRAP PSAT specs Description
Probing tool PSAT
Dry/wet deposition TRUE (turned on)
Staggered winds TRUE (turned on)

Table 6. WRAP CAMx/PSAT source regions cross-referee table.

Source Source Region Source Source Region
Region ID Description® Region ID Description®

1 Arizona (AZ) 10 South Dakota (SD)

2 California (CA) 11 Utah (UT)

3 Colorado (CO) 12 Washington (WA)

4 Idaho (ID) 13 Wyoming (WY)

5 Montana (MT) 14 Pacific off-shore & Sea of Cortg¢z
(OF)

6 Nevada (NV) 15 CENRAP states (CE)

7 New Mexico (NM) 16 Eastern U.S., Gulf of Mexid,
Atlantic Ocean (EA)

8 North Dakota (ND) 17 Mexico (MX)

9 Oregon (OR) 18 Canada (CN)

The abbreviations in parentheses are used to fdantirce regions in PSAT receptor bar plots.
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Figure 7. WRAP CAMx/PSAT source region map. Table @lefines the source region IDs.
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Table 7. WRAP CAMx/PSAT emissions source groups.

Emissions
Source Low-level Sources Elevated Sources
Groups
1 Low-level point sources (including stationary-offElevated point sources (including
shore) stationary off-shore)
2 Anthropogenic wildfires (WRAP only) Anthropogenidgld fires (WRAP only)
3 Total mobile (on-road, off-road, including planes
trains, ships in/near port, off-shore shipping)
4 Natural emissions (natural fire, WRAP only, Natural emissions (natural fire, WRAP
biogenics) only, biogenics)
5 Non-WRAP wildfires (elevated fire sources in | Non-WRAP wild fires (elevated fire
other RPOs) sources in other RPOSs)
6 Everything else (area sources, all dust, fugitive
ammonia, non-elevated fire sources in other
RPOSs)

PSAT Results

The source apportionment algorithms implementedAMx generate output files in the same
format as the standard modeled species concemisdtles. This typically consists of a
two-dimensional, gridded dataset of hourly-aversiggace concentrations for each source group
tracer that gives the contribution of the tracealtdhe surface grid cells in the model domain for
each hour of the simulation. Three-dimensionakintgtheous concentrations are also output for
the last two hours of the simulation, which aredutgerestart the model. Although there are
options to output hourly 3-D average tracer cormegiains, the model is usually configures to
output only the model’s surface layer concentratibacause of the vast disk storage space
needed for the 3-D file output for all the sourceup contributions.

The source apportionment model results are tygigattsented in two ways :

» Spatial plots showing the area of influence of a source gro@ivsspecies contributions
throughout the model domain, either at a given lyeawerage point in time or averaged
over some time interval (e.g., monthly average).

* Receptor bar plots showing the rank order of source groupings thatrdaute to PM
species at any given receptor site. These plabscals be at a particular point in time or
averaged over selected time intervals—for exantbiaverage source contributions for
the 20% worst visibility days.

If the 3-D tracer output files are saved, it igh®ssible to prepare animations of PM species
plumes from each of the source groups. Howevesgtipéots are less useful than the others for
guantitative analysis, are expensive to produce raquire saving 3-D hourly output, which is
disk-space intensive. The primary products of trRAR PSAT modeling were receptor bar
plots showing the emission source groups that trie the most to the model grid cells
containing each IMPROVE monitoring site and othemreptor sites identified by WRAP.

E-27



Model Sensitivity Simulations

A variety of sensitivity simulations were conductadthe RMC as part of their modeling efforts
to support the WRAP in addressing the Regional Heade requirements. These sensitivity
simulations are described below.

2002 Clean Case

There are many natural sources of ambient Bldoth direct emissions of primary BM(such

as windblown dust) and emissions of gaseous spgr@ésindergo photochemical transformation
or condensation to form secondary PMNatural sources of PM are of concern because they
represent sources that cannot be controlled. Esd natural haze levels have been developed
by EPA for visibility planning purposes and areadsed inGuidance for Estimating Natural
Visibility Conditions Under the Regional Haze Rule (U.S. EPA, 2003a)lhese are the natural
haze levels to be used in glide path calculatisush as those we performed as part of the
visibility projections for 2018. However, the nalihaze levels developed by EPA for glide path
calculations were based on ambient data analysiggmvisibility modeling. This question thus
arises: Would modeled levels of natural haze baistent with the values estimated by EPA for
visibility planning? If the natural haze levelsaahted by the model were substantially higher
than the levels used for planning purposes, thisldvmake it more difficult for modeling studies
to demonstrate progress in attaining visibility lgphecause the model would predict haze levels
that exceeded EPA’s natural haze levels even drdhropogenic sources of Biwere removed
from the modeling. The RMC explored this issue byducting a CMAQ sensitivity “clean
conditions” simulation

There are many uncertainties and unknowns regardihgal emissions. There have been only
limited studies of natural emissions conditionss known that there are very large uncertainties
in the categories of natural emissions includeth&é"WRAP emissions inventories, and that
some categories of natural emissions are not iedad all. Also, it is difficult to know what

truly natural emissions would have been like inahsence of human modifications of the
environment. For example, wildfire emissions alarge source of natural emissions in our
modeling, but how much larger might that sourcenttbe absence of fire suppression efforts?
For all of these reasons, it was decided to desthis sensitivity simulation as a “clean
conditions” scenario rather than a “natural coodi$i’ scenario. In this simulation, all
anthropogenic emissions were removed from the itovgm@nd only those emissions that were
defined as biogenic in the 2002 base case (Basefi2)included. Thus, this model simulation
does not represent true natural conditions. Iltciaigis instead the lowest haze levels that could be
achieved in the model if all anthropogenic emissiamere zeroed out.

Emission Inventories

The emissions for the clean 2002 sensitivity caseewlerived from case Base02a. Because it
was a sensitivity analysis to test the impactsab@iral emissions sources on visibility, it is
referred to it as scenario Base02nt, where “n#&neto natural. The following emissions
categories in Base02nt were included:

* Biogenics: Generated in case Base02a by BEIS3.12 using SMOKE.
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WRAP Ammonia: The Base02a ammonia emissions for the WRAP regere developed
with a GIS by ENVIRON. The five emissions categorgdeled included three
anthropogenic sources (domestic animals, livestac#,fertilizer application) and two
natural sources (soils and wildlife). Only the tmatural sources in scenario Base02nt
were used.

* CENRAP and MRPO Ammonia: To create ammonia inventory files for only natural
sources, we used a list of SCCs representing natomaces to extract the emissions
records of these sources from the monthly inverfitey that were used in Base02a. it
was found that there were no natural ammonia seuncéie MRPO monthly inventory
files.

* Natural Area Sources. The Base02a area-source inventory files incluggdral sources,
such as wildfires and wild animals. These recordeevextracted from the stationary-
area-source inventories. Note that the WRAP areecsdiles did not include any natural
sources.

* Natural Fires: Of the five fire categories modeled in BaseO2ddfives, wildland fire
use, non-Federal rangeland prescribed fires, pbestfires [which were split into natural
and anthropogenic prescribed for this purposeisfa@nsitivity], and agricultural fires),
only the categories that represent natural fireklfwes, wildland fire use, and natural
prescribed fires) were included.

*  Windblown Dust: We used the windblown dust inventory that ENVIR@mN the RMC
developed for use in case Base02a. Additional ldetai this dust inventory are available
at http://www.cert.ucr.edu/agm/308/wb_dust2002/wb_dusB6k.shtml

The biogenic and windblown dust emissions fromBhse02a SMOKE outputs that are stored at
the RMC were used directly. For the fire (includimgth point and area fires), natural area, and
ammonia emissions, these data were reprocessefilycdfor scenario Base02nt using the
same ancillary data (temporal, chemical, and dpalt@cation data) used in case Base02a. QA
plots and documentation for scenario BaseO02nt@sted on the RMC web site at
http://pah.cert.ucr.edu/agm/308/ga_Base02nt36.shtml

Modeling Results

Figure 8 shows the model-reconstructed light extinan the clean emissions model simulation.
Because the natural fire emissions in the WRARstaere a major component of the clean
emissions, the largest visibility impairment igle regions with natural fire emissions.
Contributions to light extinction from natural soas were small in regions without large fire
emissions, as evidenced in the eastern U.S., wherextinction was only slightly larger (about 2
Mm™) than perfectly clean Rayleigh conditions of 10 Mm

Although there are large uncertainties in the reteimissions, and it is known that there are
missing types of natural emissions, the componafitfse natural inventory used in this
sensitivity simulation did contribute to relativégrge visibility impairment in regions where
there were large wildfires. Extinction coefficiems large as 90 Mimwere simulated in the
southern Oregon and northern California regions;was most likely a result of the large Biscuit
fire in Oregon, plus contributions from smalleeBrand other natural emissions. These visibility
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impairment levels exceed the natural visibilitydés/specified in the EPA regional haze natural
visibility guidance document. It will thus be mat#ficult for the modeling to demonstrate
attainment of progress goals in areas of the cgwuoiioject to wildfires because of their large
contribution to visibility impairment that is nobwtrollable. In other regions of the country for
which the inventories lacked large natural fire €mons, the modeled clean visibility was only
slightly greater than clean Rayleigh conditionstéNithe model results may be overly optimistic
in these regions because we lack a complete, deauaigural emissions inventory.

EXT Recon

Matural Emissions

Yearly average aerovis

30.000012
27.500
25.000

22.500

20,000

17.500

15.000

12.500

10,000 1
1/Mm-1

January 35,2002 1:00:00
Min= 10.480 at (148,3), Max= 90.287 at (16,75)

Figure 8. Annual average model-reconstructed “cleaconditions” visibility
as extinction coefficient.

These results are all very tentative because datige uncertainties in natural emissions.
Considerable effort would be needed to more fullyestigate natural conditions in future
modeling studies. It will always be difficult to téemine and quantify “clean conditions” based
on observations because of the pervasive influehaathropogenic emissions.

Also as part of this sensitivity analysis, the cifmitors to organic carbon aerosols (OC) for the
clean conditions scenario wer4e evaluated. The CM#d@el represents explicitly three classes
of organic carbon aerosols:

* AORGPA: Primary anthropogenic OC resulting from directaomg mass emissions, such
as primary organic aerosol (POA).

* AORGA: Secondary anthropogenic OC resulting from arom&BEs, such as xylene,
toluene, and cresols.
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* AORGB: Secondary biogenic OC resulting from biogenic VO€igh as terpenes.

Because it was not cost effective to carry out CARBAT simulations with OC, the explicit OC
results for the clean conditions case were analyaed then compared those results to the
Base02b case in an attempt to infer the relativgributions of biogenic and anthropogenic
VOCs to OC. These results are difficult to intetgos at least two reasons:

» Because of the simplified approach used by CMAQtaedCarbon Bond Mechanism
version 4 (CB4) to represent these species, btigpassible to accurately classify all
emissions into the CMAQ model as either biogeniartthropogenic based simply on the
species name. Thus, some biogenic OC might bedadlwith AORGA, and some
anthropogenic OC might be included in AORB.

» Some fire emissions are classified as anthropogbuotdhese emissions might include
species such as terpenes that are typically caesideogenic. Using the analysis
approach in which all terpenes are assumed biogeaicincorrectly causes some
anthropogenic emissions to be labeled biogenic wieense the simplified approach of
analyzing OC in terms of AORGPA, AORGA and AORGB.

In spite of these difficulties, however, the resdhould classify the majority of the emissions
correctly as either biogenic or anthropogenic.

For each of the above three components of OC, pfdtse annual average mass in the Base02b
case were prepared, and then the controllable wasgstimated as the difference between the
Base02b case the Base02nt clean emissions scdrigtoe 9 shows the annual average mass of
OC contributed from AORGPA in case Base02b (topl thee portion of that mass attributed to
controllable emissions (bottom). Comparing these iots indicates that in the western U.S.
there is considerable AORGPA mass that is not otiable. It is likely that much of this mass is
from fires, since uncontrollable AORGPA mass issprd at the site of large fires in southern
Oregon and north of Tucson, AZ.

Figure 10 shows the annual average mass of sego@dacontributed from AORGA in the
Base02b case (top) and the portion of that masbugtd to controllable emissions (bottom).
These plots indicate that virtually all of the AOR@ass is controllable, since the bottom plot is
almost identical to the top plot.

Figure 11 shows the annual average mass of OCilcoted from AORGPA in the Base02b case
(top) and the portion of that mass attributed totcmlable emissions (bottom). These plots
indicate that although most of the AORGB mass iscoatrollable, a significant amount of mass
is controllable. It is likely that the controllabfORGB mass results from VOC oxidation
chemistry and the larger amount of biogenic maasithoxidized and subsequently condenses to
form OC in the Base02b case. These results indibatecontrolling Q precursor emissions is
effective at reducing a small but significant frantof the biogenic OC.
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Figure 9. Annual average modeled primary anthropogeic OC (AORGPA) in Base02b
(top) and the portion that is “controllable” primar y anthropogenic OC (bottom).
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Figure 10. Annual average modeled secondary anthraggenic OC (AORGA) in Base02b
(top) and the portion that is “controllable” secondary anthropogenic OC (bottom).
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Figure 11. Annual average modeled primary biogeni©C (AORGB) in Base02b (top)
and the portion that is “controllable” primary biog enic OC (bottom).
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It might be difficult for the WRAP states and trib use these results quantitatively in develop-
ing emissions control strategies for visibility SI&nd TIPs. However, the results do provide
some insight into the relative contributions ofdeaic and anthropogenic OC as well as the
amount of each that is controllable in the modeluations.

Finally, it is noted that there are uncertaintie$he modeled emissions of anthropogenic VOCs,
and larger uncertainties in the modeled emissibhsogenic VOCs. It is not possible to evaluate
the model performance individually for biogenic amhropogenic OC because the OC
measurements do not distinguish between thosedmmast Instead, only comparisons of total
modeled OC to total measured OC can be made. Therefven when the model achieves good
performance for total OC, it is possible that thedel may be overpredicting one component of
total OC and underpredicting the other. The ingbib evaluate model performance for each
component of OC increases the uncertainty of teelt®described here and illustrated in Figures
9 through 11, so caution should be used when daeenclusions about the sources of OC
based on these results.
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