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ABSTRACT

This paper summarizes epidemiological evidence of health effects of particulate air
pollution. Acute exposure to elevated levels of particulate air pollution has been associated
with increased cardio-pulmonary mortality, increased hospitalization for respiratory disease,
exacerbation of asthma, increased incidence and duration of respiratory symptoms, declines
in lung function, and restricted activity. Small deficits in lung function, higher risk of
chronic respiratory disease and symptoms, and increased mortality has also been associated
with chronic exposure to respirable particulate air pollution. Health effects have been
observed at levels common to many U.S. cities and at levels below current U.S. National
Ambient Air Quality Standards. Although the biological mechanisms involved are poorly
understood, re;ent epidemiological evidence supports the hypothesis that respirable
particulate air pollution is an important risk factor for respiratory disease and cardio-

pulmonary mortality.
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INTRODUCTION
Numerous time-series studies have observed associations between particulate air
polliution and various human health endpoints including: 1) incidence and duration of

respiratory symptoms; 2) lyng function: 3) restricted activity. 4) hospitalization for

respiratory disease; and 5) mortality (see Tables 1 and 2). Because these studies typically
evaluated relatively short-term temporal relationships (usually 1 to 5 days), the observed
pollution effects have often been interpreted as "acute health effects” or "short-term effects” -
of air pollution. Measures of lung function, incidence rates of respiratory symptoms, and
mortality rates have also been compared across communities or neighborhoods with different
levels of particulate air pollution (see Table 3). Given their cross-sectional design and the
use of longer-term polluti;m data (usually one year or more), these studies are often
interpreted as evaluating the chronic or cumulative effects of exposure.

The results of most of these studies have been published since the mid-1980’s. Health
effects have been observed at pollution concentration levels common to many U.S. cities.
Because of the public health relevance of these findings, there has been considerable interest
about potential biological mechanisms, constituents of particle pollution, potential interactions
with other pollutants and risk factors, sources of these air pollutants, and how these findings
should be incorporated into public policy (Utell, Samet 1993). To begin the colloquium on
particulate air pollution and human mortality and morbidity, we reviewed the epidemiological
evidence of human health effects of particulate air pollution. Three papers were presented
that reviewed evidence of 1) acute mortality effects, 2) acute morbidity effects, and 3)
chronic health effects. These presentations were highly related and their substance has been

or is being published elsewhere (Dockery, Pope 1994; Pope, Bates, Raizenne 1994; Schwartz
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1994e). The objective of this paper is to combine and briefly summarize the essence of these

three presentations.

ACUTE MORTALITY
Studies of air pollution episodes
Several early studies focused on severe air pollution episodes. One of the first
episodes that was well documented occurred in the narrow industrial valley of the Meuse

River in Belgium (Firket 1931). On December 1-5, 1930, a severe fog/air pollution episode
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hundred others also developed respiratory illness often accompanied by cardiac insufficiency.
Another severe air pollution episode occurred in Donora, Pennsylvania (also an industrial
town situated in a valley) in October 26-31, 1948 (Ciocco 1961). Very large increases in
respiratory morbidity were reported. Approximately 20 deaths that occurred during and
immediately following the episode, in the population of only 14,000, were attributed to the

pollution. The most dramatic of the severe air pollution episodes that have been well
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Five of the studies also provided a breakdown of mortality by broad cause-of-death
categories. Particulate air pollution generally had the largest effect on respiratory disease
deaths, but also often had a significant effect on cardiovascular disease mortality. A recent
examination of cardiovascular deaths in Philadelphia reported that on days with high
particulate air pollution there was a substantial increase in respiratory factors as contributing
causes for deaths with cardiovascular disease reported as the underlying cause of death
(Schwartz 1994c).

There are two principle concerns about these daily time-series mortality studies: 1)
effects may be due to artifacts of the regression modeling techniques and 2) there may be
confounding due to inadequate control of seasonal factors, epidemics, other long wavelength
trends, weather variables, or other pollutants.

Mortality is classically modeled as following a Poisson process which can generally
be described as a process that generates independent and random occurrences across time or

space. If time is divided into discrete periods such as 24-hour periods, or days, the daily
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While it can be argued that individual studies of daily mortality and particulate air
pollution may be confounded by unmeasured or inadequately modelled covariates, taken
together it is unlikely that such confounding could be consistently acting in all these studies. -
Daily changes in weather are expected to be associated with both air pollution and mortality,
that is they are potential confounders. All the recent studies attempted to control for the
effects of weather. Almost all of the studies allowed for non-linear relationships with
weather factors in the analysis. The estimated particulate pollution effects are not sensitive
to the inclusion of seasonal controls using approaches such as including seasonal indicator
variables, including sine and cosine terms, using non-parametric smoothing techniques, or
prefiltering the data. Similar particulate pollution effects have been observed in studies from
both warm and cold climates, from both dry and humid locations, and from areas where
particulate concentrations peak in both the summer and winter. For a comparison of these
studies see Schwartz (1994e¢).

These studies further suggest that the observed particulate pollution effects are not
confounded by associations with SO,, or O;. Effects observed in locations with winter
peaking of particulate concentrations, when ozone concentrations are low and not a potential
confounding factor are similar to effects in summer peaking areas. Most of the studies
examined SO,. The relationship between mortality and particulates was generally
independent of SO,, while the SO, relationship disappeared when particles were considered.
In the Utah Valley (Pope, 1992) and Santa Clara (Fairley, 1990), SO, concentrations were
low, yet the estimated PM,, effects were similar to other effects observed in study areas with

higher SO, concentrations.
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ACUTE MORBIDITY

If daily mortality is associated with daily particulate pollution levels, then associations
with morbidity health endpoints should also be observed (Bates, 1992). In fact, associations
with acute exposure to particulate air pollution have also been observed for various morbidity
health endpoints including: increased health care visits for respiratory illness, exacerbations
of asthma, increased incidence and duration of respiratory symptoms, and declines in
measures of lung function. A brief summary of selected acute morbidity studies is given in
Table 2. |
Hospital Usage.

Pope (1989) reported the results of a unique natural experiment that occurred in Utah
Valley. During the winter of 1986-87 a labor dispute resulted in a closure of the local steel
mill, the largest single source of particulate air pollution in the valley. During this winter

PM,, concentrations averaged 51 ug/m® with a high of 113 ug/m® compared with a mean of

90 ug/m’ and g hieh of 365 ue/m’in the previons winter._During this winter. childrep’s

"

hospital admissions for respiratory disease dropped by over 50 percent, compared with
adjacent years. Regression analysis estimated a 4.2% decrease in asthma and bronchitis
admission of children associated with a 10 ug/m® decrease in two-month mean PM,,.
Subsequent research indicated that declines in bronchitis and asthma admissions during the
winter when the steel mill was closed were not observed in neighboring Utah counties (Pope
1991).

Two studies have found that increased rates of respiratory hospital admissions in
Southern Ontario are associated with increased sulfate and ozone concentrations (Bates and
Sizto 1987 and 1989; and Burnett et al. 1994). The authors have suggested a link to acid

aeroso! concentrations, but alternatively, these associations may be attributable to particle
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Exacerbation of asthma

Evidence from the hospital admissions and emergency visit studies suggests that
exposures to i)a:ﬁculate air pollution may be directly associated with asthma attacks. Several
investigators have considered less severe asthmatic attacks as reported by panels of asthma
patients. Studies of asthmatics in the Los Angeles area (Whittemore and Korn 1980), The
Netherlands (Roemer, Hoek, and Brunekreef 1993) and in Denver, Colorado (Ostro et al.
1991) reported asthmatic attacks associated with particle exposures. Bronchodilator use has
also been evaluated as a measure of exacerbation of asthma in a panel of asthmatics in The
Netherlands (Roemer, Hoek, Brunekreef 1993) and in Utah Valley (Pope et al. 1991). Based
on the reported results of these —studies the estimated percent increase in asthma attacks or use
of bronchodilator associated with a 10 ug/m’ increase in PM,, range from 1.1% to 12% with
a weighted mean of approximately 3.0%.
Respiratory symptoms

The use of daily diaries to record respiratory symptoms is an inexpensive method of
evaluating acute changes in respiratory health status. In a commonly applied study design,
panels of schoolchildren recorded the presence of specific respiratory symptoms in these
daily diaries. Symptom reports are often aggregated into upper respiratory symptoms
(including such symptoms as runny or stuffy nose, sinusitis, sore throat, wet cough, head
cold, hay fever, and burning or red eyes) and lower respiratory symptoms (including
wheezing, dry cough, phlegm, shortness of breath, and chest discomfort or pain). In
addition, cough, the most frequently reported symptom, is often analyzed separately.

Studies of upper and lower respiratory symptoms had been conducted in Utah Valley
(Pope et al. 1991; Pope and Dockery 1992), The Netherlands (Hoek and Brunekreef 1993,

1994), a study of six U.S. cities (Schwartz et al 1994), and Southern California (Ostro et al.
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1993). Very small, often statistically insignificant associations between particulate pollution
and upper respiratory symptoms were observed. The association with lower respiratory

disease was larger and usually statistically significant. Based on these studies, the estimated
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in PM,, was as high as 15% but with a weighted mean of approximately 3.0%. Cough was
analyzed separately in three of these studies as well as in another diary study in The
Netherlands (Roemer, Hoek, and Brunekreef 1993), a study of two Swiss cities (Braun-
Fahrlander et al. 1992), and a study in Uniontown, PA (Neas et al. 1992). Cough was
typically associated with particulate pollution with the estimated percent increase in reported
cough associated with a 10 pg/m® increase in PM,, as high as 28% but with a weighted mean
of approximately 1.2%.
Lung function

Several studies have observed negative associations between particulate pollution and
lung function. Panels of elementary school children in Steubenville, Ohio had their lung
function measured weekly before, during, and after particulate and sulfur oxide episodes

during four periods in 1978 through 1980 (Dockery et al. 1982). Declines in Forced Expired



measurements (Hoek, Brunekreef 1993, 1994) have also shown decreased FEV, associated
with daily PM;,, concentrations. Lagged effects of up to seven days were observed.

Recenﬂy Pope and Kanner (1993) analyzed repeated FEV, measurements in a panel of
adults with chronic obstructive pulmonary disease who were participating in the Lung Health
Study. Measurements were taken 10 to 90 days apart. FEV, levels were associated with
PM,, concentrations. Koenig and colleagues (1993) studied the lung function (FVC and
FEV,) of children in Seattle, WA with relatively low particulate air pollution levels. Lung
function declines were associated with fine particulate air pollution for asthmatic children,
but not for non-asthmatic children. Overall, these studies generally observed a decrease of
less than 0.35% in FEV, associaied with each 10 ug/m’ increase in daily mean PM;,.

Several studies have used peak flow measurements as an indicator of acute changes in
lung function including studies in The Netherlands (Hoek, Brunekreef 1993, 1994; Roemer,
Hoek, Brunekreef 1993), Utah Valley (Pope et al. 1991; Pope and Dockery 1992), and
Uniontown, Pennsylvania (Neas et al 1992). In these studies a 10 ug/m? increase in PM,,
was associated with a 0.04% to 0.25% decrease in peak flow measurements. As with FEV,,
the strongest associations with peak flow were often with particulate pollution over the
previous several days.

Restricted activity

Associations between particulate air pollution and more general measures of acute
disease have also been observed. For example, Ostro (1983, 1987, and 1990) and Ostro and
Rothschild (1989) evaluated the timing of restricted activity days of U.S. adult workers.
Restricted activity due to respiratory morbidity was consistently associated with particulate

pollution. Morbidity was often more strongly associated with the fine, respirable, or sulfate
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between PM,, and grade school absences of children in Utah Valley, Utah. Lagged pollutiqn
effects of up to several weeks were observed for both restricted activity in adults and in

school absences.

CHRONIC HEALTH EFFECTS

Early cross-sectional studies suggested chronic health effects of particulate air
pollution. For example, Martin (1964) reported that in the Greater London region overall
annual respiratory mortality (as opposed to episodic mortality) was significantly related to
smoke (or particulate pollution) levels. Holland & Reid (1965) made a cross-sectional
comparison of British male postal employees in London and in smaller country towns, where
levels of SO, and particulate pollution were about half those in the metropolis. Accounting
for cigarette smoking levels, significant decrements of FEV, in London employees compared
to those in the provinces were reported. More recent cross-sectional studies of air pollution
have also reported associations between particulate pollution and respiratory symptoms, lung
function and mortality rates (Table 3).
Population-based (ecologic) mortality studies

Since the early 1970s, several studies have evaluated the mortality effects of exposure
to particulate air pollution using population-based (ecologic) cross-sectional study designs
(Chappie and Lave, 1982). These studies observed that on the average, mortality rates tend
to be higher in cities with higher fine or sulfate particulate pollution levels than those with
lower levels. Formal regression modeling techniques to evaluate cross-sectional differences
in air pollution and mortality and to control for other ecologic variables was used. In an
attempt to control for other risk factors, population average values for demographic variables

and other factors such as smoking rates, education levels, income levels, poverty rates,
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housing density and others were often included in the regression models. The basic
conclusions from the population-based cross-sectional studies include: 1) Mortality rates are
associated with air pollution; 2) Mortality rates are most strongly associated with fine or
sulfate particulate matter; 3) An average mortality effect of 3 to 9 percent of total mortality
can be estimated.

Although these population-based cross-sectional studies suggest that air pollution
contributes to human mortality, the studies have been largely discounted for several reasons.
One reason seems to simply be that the size of the association, if taken literally, suggests that
as much as 3 fo 9 percent of urban mortality in the U.S. is associated with particulate air
pollution. Given that air polluﬁon levels in the U.S. on the average are considered relatively
low, such a lg.rge m:)rtality effect seems implausible.

A more explicit limitation of the cross-sectional population-based studies is a
prevailing concern that the observed association was due to confounding. Because of their
ecologic design, these population-based cross sectional studies could not directly control for
individual differences in cigarette smoking and other risk factors. They could only try to
control for them by using population-based averages—making potential confounding a
concern. Furthermore, the strength of the relationship between mortality and particulate
pollution was often sensitive to model specification, socio-economic, demographic, and other
risk factors included in the analysis, and the choice of study areas included in the analysis.
Chronic differences in luhg function

There have been several recent studies that have evaluated associations between
measures of lung function (FVC, FEV,, PEF) and particulate pollution levels. These studies
include analysis of children’s lung function data from the Harvard six-city study, analysis of

data from both the first and second National Health and Nutrition Examination Surveys
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(NHANES I and NHANES II), and analysis of children’s lung function from 24 U.S. cities.
Unlike the population-based mortality studies, each. of these studies had information on
individual pe1"sons in the samples. The effects of air pollution on lung function was
estimated after adjusting for individual differences in age, race, sex, height, weight and
controlling for smoking or restricting the analysis to never smokers.

All of these studies observed small negative associations between lung function and
particulate air pollution. In the six-cities study, which had the least statistical power, the
association was very weak and statistically insignificant. In each of the other studies, the
association was small, but statistically significant. The results suggest that a 10 pg/m’
positive difference in PM,, was typically associated with less than a 2 percent decline in lung
function. However, lungﬂ function measures have been shown to be important measures of

health with remarkable predictive capacity for survival (Bates 1989). Furthermore, as
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more) were much higher in the more polluted cities, suggesting detrimental effects of
respirable particulates or particulate acidity on normal lung growth and development.
Chronic Respiratory Symptoms and Disease

There have also been several recent studies that have evaluated associations between
particulate air pollution and chronic respiratory symptoms and disease. These studies include
the Harvard six-cities study, analysis of COPD symptoms of never smoking Seventh-Day
Adbventists in California, analysis of data from the 1979 version of the U.S. National Health
Interview Survey (NHIS), analysis using data from the first National Health and Nutrition
Examination Survey (NHANES I), and analysis of the symptoms data from the 24-cities

study. The effects of air pollution on respiratory disease or symptoms were estimated while



In all of these studies, statistically significant associations were observed between
particulate air pollution and respiratory symptoms. Particulate air pollution was most
consistently éssociated with bronchitic symptoms. The results suggest that a 10 pg/m’
increase in PM,, was typically associated with a 10 to 25 percent increase in bronchitis or
chronic cough.

Prospective cohort mortality studies

Well designed prospective cohort mortality studies can provide some of the most
compelling evidence about health effects because they can directly control for individual
differences in age, sex, cigarette smoking, and other risk factors. Because prospective
cohort studies of mortality invoive collecting large amounts of information on a large number
of people and following them prospectively for long periods of time, they are costly and time
consuming. Currently there are only a few large prospective cohort studies that evaluate
mortality effects of air pollution at levels common to U.S. urban areas.

One of these prospective cohort studies involved a 14 to 16 year prospective follow-
up of 8,111 adults living in six U.S. cities (Dockery et al. 1993) TSP, PM,,, PM, ,, SO,,
H*, SO,, NO,, and O, levels were monitored. The data were then analyzed using survival
analysis, including multivariate Cox proportional hazards regression modeling. Although
TSP concentrations dropped over the study period, fine particulate and sulfate pollution
concentrations were relatively constant. The most polluted city was Steubenville, the least
polluted cities were Topeka and Portage. The Cox proportional hazards model was used to
estimate adjusted mortality-rate ratios. Mortality risks were most strongly associated with
cigarette smoking, but after controlling for individual differences in age, sex, cigarette
smoking, body mass index, education, and occupational exposure, differences in relative

mortality risks across the six cities were strongly associated with differences in pollution
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significant associations were also found using fine particulate matter as the index of air
pollution. Mortality due to other causes was not significantly associated with pollution
levels. The association between air pollution and all-cause and cardiopulmonary mortality

was observed for both men and women and for smokers and non-smokers.

SUMMARY AND CONCLUSIONS

Numerous studies have reported that acute exposure to elevated levels of particulate
air pollution is associated with changes in various human health endpoints including: 1)
increased mortality, especially cardio-pulmonary mortality; 2) increased hospitalization for
respiratory disease; 3) exacerbaﬁon of asthma; 4) increased incidence and duration of
respiratory symptoms; 5) declines in lung function; and 6) restricted activity. Acute heaith
effects were observed at levels common to many U.S. cities including levels well below
current U.S. National Ambient Air Quality Standards. The studies generally observed that
health effects increase monotonically with pollution levels, often with a near linear dose-
response relationship. Furthermore these studies suggests a coherence or cascade of
associations across various health endpoints (Bates 1992).

Studies have also observed human health effects associated with chronic exposure to
respirable particulate air pollution. Population-based (ecologic) cross-sectional studies that
evaluated spatial distributions of mortality and air pollution have observed associations
between mortality and sulfate or fine particulate pollution. These population-based studies
have been criticized partly because they were not able to control directly for individual
differences in cigarette smoking and other risk factors. Recent studies that could adjust for
individual differences in other risk factors, however, have observed that long-term exposure

to respirable particulate air pollution was associated with small deficits in lung function and
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higher risk of chronic respiratory disease and symptoms. Furthermore, two recent
prospective cohort studies have observed increased mortality risks associated with air
pollution--evén after directly controlling for individual differences in age, sex, race, cigarette
smoking, and other risk factors.

Although the biological linkages remain poorly understood, the results of the acute
and chronic exposure studies are complementary. In all epidemiologic studies there is the
concern that the observed association is due to confounding, that is, that it results from a risk
factor that is correlated with both exposure and mdrtality but is not adequately controlled for
in the study design and analysis. Important potential confounders in cross-sectional studies
such as unaccounted for differences in occupational exposure or socio-economic variables,
are not likely to be confounders in daily time-series studies because such factors are unlikely
to change daily in correlation with air pollution levels. The fact that daily time-series studies
and cross-sectional studies observe qualitatively coherent associations between respirable
particulate pollution and mortality, further supports the hypothesis that this pollution is an

important risk factor for respiratory disease and cardio-pulmonary mortality.
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Table 2. Summary of acute morbidity studies.

4———————_—_—__—_-————_'—_—;-——_—-—1- ——
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Health Indicator. Reference Brief summary of findings

Hospital admissions Pope 1989 and 1991 Respiratory admissions, including asthma,

(respiratory illness) Thurston et al. 1992 were associated with particulate air
Thurston, Ito, Lippmann 1993 pollutlon The estimated percent increase
Burnett et al. 1994 in admissions associated with a 10 pg/m’
Schwartz 1994a increase in PM,, studies typically ranged
Schwartz 1994d from 0.8 to 3.4 percent.

Emergency Visits Samet et al. 1981 Respiratory emergency department visits

(respiratory illness) ~Sunyer et al. 1993 were associated with particulate pollution.
Schwartz et al. 1993 The estimated percent increase associated

with a 10 pg/m’ increase in PM,, ranged
from 0.5 to 3.4 percent.

Exacerbation of Whittemore, Korn 1980 Exacerbation of asthma, as measured by
asthma Ostro et al. 1991 attacks, bronchodilator use, emergency
Pope et al. 1991 visits, and hospital admission, was

Roemer, Hoek, Brunekreef 1993 associated with particulate pollution. The
estimated percent increase associated with
a 10 pug/m’ increase in PM,, was typically
around 2 or 3 percent but ranged from 1.1
to 12.0 percent.

Respiratory Pope et al. 1991 Respiratory symptoms have been

symptoms Pope, Dockery 1992 associated with parhculate pollutlon The
Braun-Fahrlander et al. 1992 estimated percent increase in lower
Neas et al. 1992 respiratory symptoms and cough associated
Schwartz et al. 1992 with a 10 pg/m’ increase in PM,, was
Hoek, Brunekreef 1993, 1994  typically around 1 to 3 percent but had a
Ostro et al. 1993 wide range from O to 28 percent.
Roemer, Hoek, Brunekreef 1993

Lung Function Dockery et al. 1982 Small, but statistically significant declines
Pope et al. 1991 in lung function have been associated with
Neas et al. 1992 elevated particulate air pollution. The
Pope, Dockery 1992 estimated percent decline associated with a
Hoek, Brunekreef 1993, 1994 10 ug/m’ increase in PM,, was typically
Pope, Kanner 1993 less that 0.5 percent.

Roemer, Hoek, Brunekreef 1993
Koenig et al. 1993

Restricted activity ~ Ostro 1983, 1987, 1990 Restricted activity days of adult workers
Ogtra_Pothschild 1989 and school absences of grade school
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ABSTRACT

A cohort of 6340 non-smoking California Seventh-day Adventists (SDAs) who had
resided within 5 miles of their present residence for the past 10 years have been followed since
1977 for: incidence of cancer and myocardial infarction (M.1.) through 1982, development of
definite symptoms of, and increasing severity of, airway obstructive disease (AOD), chronic
bronchitis, and asthma through 1987, and all natural cause mortality through 1987. Cumulative
ambient concentrations of specific pollutants have been estimated for study participanis from
1967 to 1987 by interpolating monthly statistics from statewide air monitoring stations to zip
codes of residence and work location. Statistics include excess concentrations and exceedance
frequencies above a number of cutoffs as well as mean ambient concentration and mean ambient
concentration adjusted for time spent indoors.v Indoor sources or nitrogen (NO,), and of
particulate pollution such as environmental tobacco smoke, both at home and at work, as well
as occupational dusts and fumes, have been adjusted for in multivariate statistical models.
Particulates included total suspended particulates (TSP), monitored from 1973-1987; inhalable
particulates less than 10 microns in diameter (PM10), estimated from site/seasonal specific
regressions on TSP for 1973-1987; fine particulates less than 2.5 microns in diameter estimated
from airport visibility data for 1967-1987; and suspended sulfates (SO,), monitored from 1977-
1987. A direct measure of visibility, and gaseous pollutants--ozone, sulfur dioxide (SO,), and
(NO,) monitored from 1973-1987 were also included in analyses.

No statistically significant associations between any of the disease outcomes studied and

NO, or SO, were found in this cohort. None of the pollutants studied showed statistically
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significant associations with all natural cause mortality or incidence of all malignant neoplasms
in males. Statistically significant associations were observed between elevated ambient
concentrations of one or more particulate pollutants and each of the other disease outcomes. In
addition, ozone was significantly associated with increasing severity of asthma, and with the
development of asthma in males. Multipollutant analyses indicated that none of the associations
between particulate pollutants and digease outcomes were due to correlations with gaseous
pollutants studied except possibly for PM2.5 and increasing severity of asthma, which could be
due to a correlation with ozone. Observed associations between disease outcomes and PM2.5

or PM10 could be biased towards the null because of increased measurement error due to their

indirect methods of estimation.
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INTRODUCTION

In récent years prospective studies have begun to study the association of long-term
ambient concentrations of air pollutants and development of chronic disease. (Comstock, 1973;
Rokaw, 1980; Detels, 1987; Dockery, 1989; EPA, 1984, 1986; Ferris, 1973,1976;
Jedrychowsky, 1988; Krzyzanowski, 1990; Lebowitz, 1993; Van der Landa, 1981; Carrozzi,
1993). Most studies have dealt with respiratory disease, though Dockery et al, (1993) studied
all natural cause mortality. Few studies have been able to address the effects of many different
pollutants on a wide range of disease outcomes. A cohort of 6,340 non-smoking Seventh-day
Adventists (SDAs) who had resided within § miles of their 1976 residence for the past 10 years
have been followed since 1977 to ascertain the incidence of all malignant neoplasms and
myocardial infarction (MI) through 1982, the development of definite symptoms of airway
obstructive disease (AOD), chronic bronchitis, and asthma through 1987, and all natural cause
mortality through 1986. Cumulative ambient concentrations of five specific particulate air, and
three gaseous, pollutants have been estimated for study participants from 1967 to 1987 by
interpolating monthly statistics from air monitoring stations statewide to zip codes of residence
and work location. Previous papers (Abbey, 1989, 1991a,b; 1993a,b,c; 1994a,b,c; Euler, 1987,
1988, Hodgkin, 1984; Mills, 1991; 1993a,b;) have reported on associations between ambient
concentrations of air pollutants and development of different chronic diseases in this cohort and
compared the findings with other studies. The effects of occupational exposures (Greer, 1993)

and environmental tobacco smoke (Robbins, 1993) have also been addressed.
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The purpose of this paper is to first give an overview of the pollutant specific analyses
reported in previous papers and then report on multipollutant analyses which were conducted to
determine which pollutant was most strongly associated with each disease, and which pollutants
might only be indirectly associated with the disease because of a high correlation with the most
strongly related pollutant. This was termed a surrogate relationship.
Epidemiological Methods
In April, 1977, 6,340 non-smoking, non-Hispanic white Seventh-day Adventist residents
of California, who were members of the National Cancer Institute funded Adventist Health
Study, were enrolled in a study to ascertain long-term chronic health effects of ambient air
pollutants. To be included in the study participants must have lived for 10 years or longer
within five miles of their present neighborhood and live in one of three air basins: San
Francisco, South Coast (Los Angeles and Eastward), San Diego or be selected by a random
sample from the rest of California. Age in 1977 ranged from 27 to 95, 64% were female.
More descriptive characteristics are given in previous papers (Euler, 1987; Mills, 1991; Abbey,
1993). Incidence of cancer and myocardial infarction (MI) was ascertained on the cohort from

1077 throueb 1987, Suhiects comnleted 2 standardizeg respiratory_symotoms auestionnaire (now
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AOD, chronic bronchitis, or asthma (Hodgkin, 1984). In addition to this, computer algorithms
scored the severity of symptoms for each of these respiratory complexes so that change in
severity of symptoms could be measured between 1977 and 1987. Complete details of the
algorithms used for scoring and classification are given by Abbey, (1994c).

Methods for Estimation of Ambient Air Pollution Concentrations

Ambient air pollution concentrations were estimated for study participants since 1966 by

'Il.wﬁ,-_Pﬂt:gaﬁjjjﬁm_ﬂvpﬂ‘nlpﬂiAwhmIk ﬂf 7ir. menitorine mi‘inﬂs_ﬂ%—
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1989; Abbey, 1991b). Monthly statistics included mean concentrations of air pollutants,
exceedance frequencies, and excess concentrations above a number of cutoffs. Exceedance
frequencies were dc;ﬁned as the number of days on which particulate pollutants exceeded
different cutoff levels or number of hours in which gaseous pollutants exceeded different cutoffs.
Excess concentration statistics were the sum of all concentrations above a cutoff. Correlations
between exceedance frequency and excess concentration statistics were close to one, hence,
results are summarized only for mean concentration and exceedance frequency statistics. The
cutoffs used for each pollutant were: total suspended particulates (TSP) - 60, 75, 100, 150, and
200 pg/m®; particulates less than 10 microns in diameter (PM10) - 40, 50, 60, 80, and 100
ug/m?; particulates less than 2.5 microns in diameter (PM2.5) - 20, 30, and 40 pg/m’;
suspended sulfates (SO,) - 6, 9, 12, and 15 pg/m’; Ozone - 10, 12, 15, 20, and 25 pphm;
nitrogen dioxide (NO,) - 5, 15, 20, and 25 pphm; sulfur dioxide (SO,) - 2, 4, 5, 8, and 14
pphm. The monthly statistics were interpolated from the network of air monitoring stations from

which data is collected by the California Air Resources Board (CARB) to zip code centroids of
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adjustment factors were used to adjust ambient mean concentrations for time spent indoors. For
NO, regression estimates of personal exposure were formed which used lifestyle and housing
characteristics, indoor sources and ambient concentrations (Abbey, 1993c). Sensitivity analyses
conducted using adjusted ambient mean concentrations concurred with those using unadjusted
ambient mean concentrations. Table 1 gives correlations between estimated mean 1977-1987
concentrations of ambient pollutants for members of the Respiratory Symptoms Subcohort.
Statistical Methods

For development of AOD, chronic bronchitis, and asthma, separate multiple logistic
regression models were used for studying associations between long-term cumulative ambient
concentrations of air pollution and new cases of definite symptoms in 1987 among individuals

who did not have definite symptoms in 1977. For each disease individuals having possible

symptoms of that disease in 1977 were included in such analyses and a covariate was included
to indicate this. Sensitivity analyses were conducted excluding this covariate. For SO, which
was monitored only between 1977 and 1987, this covariate was not included in the main analyses
but a sensitivity analyses was conducted including it.

Multiple linear regressions were used to study associations between change in the severity
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For both multiple logistic and multiple linear regressions, gender, age, and education
were forced»into all models. Stepwise selection procedures were used to select statistically
significant covariates (p < .05) from a large number of candidate covariates which included -
years smoked prior to 1977, years lived with a smoker, years worked with a smoker, years of
dust exposure at work for models relating health effects to particulate pollutants, years of fume
exposure at work for models relating health effects to gascous pollutants, frequency of childhood
colds, and definite symptoms of AOD before age of 16. Unless otherwise stated the term
"statistically significant” will refer to the 2-tailed .05 level of statistical significance. The .05
level of statistical significance has not been used as an absolute criteria. Strong disease/pollutant
associations which did not achieve the .05 level of statistical significance (possibly due to a small
number of incident cases and lack of statistical pbwer) will be described in the results below.

For incidence of MI, cancer, and all natural cause mortality Cox proportional hazards
regression models were used. Further details on the epidemiological and statistical methods used
are given by Abbey (1993a) and Mills (1991).

For each health outcome, multipollutant analyses mrﬂpared different pollutants on the
strength of association achieved by each pollutant in multivariate health effects regression
models. The scale/invariant measure of strength of association used was the estimated regression
coefficient for the pollutant divided by its standard error, or equivalently the computed level of
statistical significance of the regression coefficient. Comparisons between pollutapts were made
for the mean concentration index as well as the most statistically significant of the exceedance

frequency or indices. For many outcomes only one or two pollutants were associated with the
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health outcome and it was clear which pollutant showed the strongest relationship. For other
pollutants stei)wise regression procedures were used to allow mean concentrationg of the different
pollutants to compete for entry in the model, if mean concentration for one of the pollutants was
significantly associated with the health outcome. If this was not the case the most statistically
significant of the exceedance frequency statistics for each pollutant were allowed to compete for
entry in the model. In both situations gender, age, and education, and the covariates found to
be significant from the single pollutant analyses were first forced into the model; then the two
pollutants were allowed to compete for entry. Comparisons between TSP, ozone, SO,, and
PM10 were made on the entire cohort. Comparisons with each of these pollutants and PM2.5
were restricted to the subcohort living in the vicinity of airports for which PM2.5 estimates were
available.

RESULTS

Table 2 gives relative risks and 95% confidence intervals (CIs) for selected increments
of ambient concentrations. Increments for either an exceedance frequency index or mean
concentration were chosen to be within the range experienced by the cohort. For TSP, PM10,
SO,, and ozone, the increment was expressed in terms of the most statistically significant of the
various indices -- mean concentration or exceedance frequencies above the different cutoffs. For
PM2.5 the increment was expressed in terms of mean concentrations since it was felt that
exceedance frequencies were not reliable because of discreetness due to estimating PM2.5 from
visibility. Airport visibility is measured using sightings of markers at a few discreet distances

from airport control towers. Some cells in Table 2 contain the entry "not done.” Possible
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associations between SO, and cancer incidence were not analyzed since SO, was monitored only
since 1977 and it was felt that this did not allow sufficient lag time for cancer incidence.
Statistical analyses to study associations of PM2.5 and visibility with respiratory cancer
incidence and incidence of MI were not conducted due to an insufficient number of study
participants living in the vicinity of airports for which airport visibility measures and PM2.5
estimates were available.

For the prospective data collected since 1977, no statistically significant associations were
seen between any of the health outcomes studied and SO, or NO, (Abbey, 1991a; 1993a,c Mills,
1993¢c). This result remained true when ambient concentrations were adjusted to reflect time
spent indoors and when the regression estimates of personal exposure for NO, were used. No
associations were observed between long term cumulations of any of the ambient pollutants
studied and incidence of all malignant neoplasms in males, or all natural cause mortality.
Relative risks and confidence intervals for these two outcomes as associated with elevated TSP
and ozone have been reported previously. (Abbey, 1991a; 1993c, Mills 1993c) Relative risks
for these two health outcomes for all pollutants studied were close to, or less than, one. The
null relative risk of one was well within all 95% confidence intervals. Incidencevof MI was
significantly associated only with exceedance frequencies above 6 ug/m?® of SO, (Abbey, 1993b).
No associations were observed between visibility and health outcomes except for mean visibility
and increasing severity of asthma symptoms and mean visibility and incidence of all malignant

neoplasms in females. These observed associations with visibility, however, were not as
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statistically significant as those with PM2.5 and were likely the result of the correlation between
PM2.5 and ﬁsibility.

Table 3 gives the cutoffs for which exceedance frequencies show statistical significance
and the results of the multipollutant analyses. Pollutants in parenthesis in Table 3 indicated that
the observed association with a health outcome could be due instead to an association of the
pollutant in ﬁarenthesis and the health outcome, as the pollutant in parenthesis showed a stronger
association.

TSP showed the strongest associations of any of the pollutants with development of AOD,
and chronic bronchitis, as well as increasing severity of symptoms for AOD, and chronic
bronchitis. For asth’ma, TSP, ozone, and SO,, were close competitors, (see ozone and SO,
sections below). TSP was statistically signiﬁcahdy associated with incidence of all malignant
neoplasms in females, but not males. 'When analyses were restricted to the airport sub-cohort
for which estimates of PM2.5 were available, TSP remained statistically significantly associated
with incidence of all malignant neoplasms in females but the association was not as strong as for
PM2.5. From Table 3 it can been seen that ambient concentrations of TSP in excess of 60
ug/m® were associated with increasing severity of AOD symptoms. Ambient concentrations of
TSP in excess of 100 ug/m® were associated with many of the health outéomes.

Qzone was highly significantly associated with development of asthma in males but not
females. This relationship does not appear to be a surrogate klationship. The relative risk for
a 1 pphm increase in mean concentration of ozone was 3.12, (95% CI: 1.61, 5.85), (Greer,

1993). In non-gender specific analyses exceedance above 10 pphm of ozone showed a trend
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association (p = .056) with development of asthma. Ozone was more strongly associated with
development of asthma than TSP when mean concentrations of the two pollutants were allowed
to compete for entry in the models but was less strongly related when the most significant
exceedance frequency statistic of each pollutant was used, i.e., TSP in excess of 200 pg/m’
showed a stronger association with development of asthma than ozone in excess of 10 pphm.
Mean concentration of ozone and exceedance frequencies for the two lowest cutoffs, 10 pphm
and 12 pphm, show statistical significance when associated with increasing severity of asthma.
For increasing severity of asthma, stepwise linear regression showed that mean concentration
of ozone enters in preference to mean concentration of TSP. However, in another stepwise
multiple linear regression; the F to enter for exceedance frequencies in excess of 200 ug/m’ TSP
was tied with the F to enter for exceedance frequencies in excess of 10 pphm of ozone. Ozone
showed a strong trend association with ~respiratory cancer incidence. Due to the small number
of incident cases, only 17, this association was not statistically significant. Future research will
investigate lower cutoffs of ozone as well as 8-hour averages.

SO, was statistically significantly associated with development of asthma and this
association was stronger than that for TSP or ozone when the covariate, "poésible symptoms in
1977" was not included in the model. Analyses based on the entire respiratory symptoms cohort
indicated that the relationship between SO, and increasing severity of AOD symptoms may
instead be due to TSP and the correlation between SO, and TSP. When analyses were restricted
to the airport sub-cohort, however, SO, was more strongly associated with increasing severity

of AOD symptoms than any of the other pollutants including TSP.
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symptoms. However, PM10 and ozone both showed stronger associations with this health
outcome when analyses were restricted to the airport subcohort. PM2.5 was significantly
associated with incidence of all malignant neoplasms in females. This association was stronger

than for TSP when analyses were restricted to the airport subcohort. Ambient mean
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associated with health outcomes.
DISCUSSION AND CON IONS
The limitations of this study have been thoroughly discussed in previous papérs (Mills,
1991; Abbey, 1993a; 1993b; 1993c; Greer, 1993). Space does not permit reiteration of these
limitations. The effects ;f TSP, PM10, and PM2.5 cannot be truly separated in this study due
to the fact that the ambient concentrations of PM10.and PM2.5 were indirectly estimated

whereas those for TSP were monitored,‘ and also because of the high correlations between them
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caution. The primary purpose of Table 3 is to show that statistically significant associations
between disease outcomes and particulate pollutants have been observed in this cohort at ambient
levels in excess of ambient concentrations which frequently occur in urban areas of California,
and that these associations appear not to be surrogate relationships solely due to correlations with
gaseous pollutants, which were monitored during the time period of this study.

Estimated ambient concentrations of pollutants for study. participants were averaged over
different time periods before being used in analyses. The stepwise selection procedures used
in forming the regression models were allowed to select the most statistically significant time
period. The previous papers from this study show which time period for each pollutant was
most significantly related to each health outcome. Except for SO, and PM2.5 the time period
1973-1977 was used as a surrogate for the time period 1966-1977 as' many more monitoring
stations were available for the latter time periqd. SO, was monitored only since 1977. PM2.5
was estimated from airport visibility data since 1966. Sensitivity analyses showed that results
using either time period agreed closely. Cox proportional hazards regression models, which
were used for incidence and mortality, where date of event was available, used an average of
the pollutant from 1973 through data of event or risk set (time dependent rﬁodels) as Well as the
average from 1973 through Mafch 1977, (fixed time models). Sensitivity analyses indicated
concurrence between the two types of models.

Our respiratory symptoms complex of chronic bronchitis included chronic productive
cough (with sputum) as well as cough only. Development of definite symptoms of chronic

bronchitis was statistically significantly associated with elevated ambient concentrations of TSP,
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PM10, and PM2.5. Separate analyses which were conducted for development of chronic
productive cough as associated with each of these particulates showed that the level of statistical
significance remained the same or increased while that for development of definite syrﬁptoms
of "cough only" decreased to a little below the (.05) level for statistical significance. For
chronic productive cough the regression coefficient increased and for "cough only" the
regression coefficient decreased as compared to the respective regression coefficients for
development of overall symptoms of chronic bronchitis. This was true for each of TSP, PM10,
and PM2.5.

No associations were observed between SO, and any of the health outcomes from the
prospective data. An older phase of the study had shown associations between SG, and
prevalence of definite AOD symptoms in 1977 (Euler, 1987), but multipollutant analyses
indicated that the relationship may have ‘been due to TSP (Euler, 1988). The lack of association
between SO, and any of the prospective disease outcomes studied may be due to lower levels
of SO, experienced by our cohort than in other studies where health effect;«; have been observed

(Mills, 1991; Abbey, 1993a). The lack of association between NO, and health effects seen in

adnlts in_this study does not aeeate assogiatinns seep inghildren (Ahbey 1993c- Shy 1970
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cities in years 8-16 of follow-up. We only had 10 years of mortality follow-up available for
present analyses on our cohort. This may explain the discrepancy.

We observed an elevated risk of all malignant neoplasms in females but not in males as
associated with TSP and PM2.5. A similar result has been observed in an epidemiological study
in Israel (Biger, personal communication, 1991). Experiments in rats have shown that particulate
matter in diesel exhaust fumes have a greater impact on lung tumor formation in females than
males especially at the highest concentration levels (Mauderly, 1987). Fine particulates often
contain the most toxic compounds (e.g., trace metals, acid sulfates, organics, etc.) (Ozkaynak,

1987). Females have been shown to have a greater deposition fraction than males of fine

- -

particles in the lungs (Kim, 1994).

The increased risk of respiratory cancer associated with elevated ozone in our cohort is
consistent with some animal studies. Dillon (1992) showed th;at ozone was mutagenic in
Salmonella. Ozone has been shown to be carcinogenic in mice though not in rats. (Hassett,
1985; Last, 1987; NTP Technical Report, 1993). Our findings of elevated risks of asthma and
respiratory cancer as associated with ozone is consistent with a significantly increased
standardized incidence ratio of lung cancer observed in asthmatics in Finland (Vesterinin, 1993),
and a very slightly elevated, but not statistically significant standardized morbidity ratio found
for respiratory tract cancer in asthmatics in Sweden (Killén, 1993).

Ozone was significantly associated with development of asthma in males but not in
females. T-test between males and females in our cohort showed that males were outdoors

significantly more than females during the high ozone season of June through September (Greer,
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1993). Ozone is highly volatile and not stable in the indoor environment. This may explain the
gender discrepancy with respect to development of asthma.

We found ozone to be associated with asthma and asthmatic symptoms but not chronic
bronchitis. This pattern of relationships has been observed in other studies (von Mutius et al.,
1992; Viegi et al., 1991; Krzyzanowski et al, 1990; Lippmann, 1989). Chronic bronchitis and
chronic obstructive pulmonary disease (COPD) appear to be associated much more with reducing
type (PM-SO,) atmospheres (Sunyer et al., 1993; Lebowitz, 1983; Ware, 1980; ATS, 1978;
Colley & Holland, 1967). Our findings that TSP and PM10 are more strongly associated with
development of and an increasing severity of symptoms of overall AOD andA chronic bronchitis
than other pollutants are consistent with these findings. However, in our study SO, was strongly
associated with development of asthma as well as increasing severity of AOD.

Lung function parameters such as post bronchodilator response as well as lability indices
from home peak flow diary data have recently been collected on 1,500 members of our cohort.
An additional 10 years of cancer incidence data is being collected on the entire cohort as well
as an additional six years of mortality. Ambient air pollution indices are being updated on the
cohort through 1993. These updated indices will include monitored PM10, available on a
statewide basis since 1987. Néw indices for ozone are being computed which include 8 hour
averages and exceedance frequencies and excess concentrations for two new lower cutoffs, 6 and

8 pphm. Analyses of these new data may provide answers to some of the questions raised from

current findings.
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Footnote (page #8)

! Many SDAs join the church later in life and have smoked before becoming an

SDA; any individuals who reported smoking since 1977 were excluded.
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Table 1 Pairwise Correlations of Estimated Mean 1977-1987 Concentrations of Ambient

Pollutants for Members of the AHSMOG Respiratory Symptoms Cohort

(n = 3914y

TSP PMI0®  PM2.5¢ SO, oz SO, NO,

TSP 1 95 86 .69 72 61 46

PM10* . 1 .89 72 76 64 52

PM2.5° .. ... 1 30 62 47 25

|

SO, . ... . 1 57 .60 63

oz 1 38 36

SO, 1 85
NO, 1

» Correlations between PM2.5 and other ambient concentrations are computed only for 1977-1986
for individuals living in the vicinity of nine California airports, n = 1868. Correlations of other
pollutants are computed for the entire cohort, n = 3914, April 1977 - April, 1987.

» PM10 was indirectly estimated from TSP using site/seasonal regression equations.

¢ PM2.5 was indirectly estimated from airport visibility data.
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Abstract

Clinical and epidemiologic evidence suggests that particulate matter
and ozone are associated with exacerbations of asthma. African-American
children, who have experienced a marked increase in asthma morbidity and
mortality during the 1980s, may represent a particularly sensitive

subsroyn, In order to examine potential effects of air pollution on

exacerbations of asthma, a panel of 83 African-American children, aged 7
to 12, were recruited from four allergy and pediatrics clinics in central
Los Angeles and two asthma camps in the summer of 1992. Their
socioeconomic status varied greatly. Daily data on asthma symptoms,
medication use, and peak flows were recorded for three months and examined
in conjunction with data on PM10, ozone, nitrogen dioxide, sulfur dioxide,
pollens, molds, and meteorologic factors. Using multiple 1logistic
regression analysis corrected for autocorrelation, the daily probability
of shortness of bféath was shown to be associated with both ozone and PM10
concentrations. The effect of particles on shortness of breath was
greater among children with moderate or severe asthma. These findings
were confirmed by an individual-level analysis that took full advantage of

the panel study design.
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Introduction

Since the late 1970s, rates of asthma morbidity and mortality have
increased strikingly in the United States, with African-Americans being
disproportionately affected (Sly 1988; Evans et al. 1987; Weiss et al.
1990). Although asthma prevalence is only somewhat greater among African
Americans than among whites, rates of morbidity and mortality are markedly
higher. Part of the racial differences in rates are likely due to
conditions associated with poverty (Wissow 1988). Various social and
environmental factors, including exposure to indoor and outdoor pollutants
and allergens, have been postulated as explanations of these asthma trends
(Weiss, 1993). To date, however, little>research has been conducted to
determine the effects of environmental factors, such as air pollution, on
asthma among African Americans.

Epidemiologic evidence indicates that ozone and particulate matter
are associated with exacerbations of asthma (Schwartz et al., 1993;
Thurston et al., 1992; Pope, 1991). Most epidemiologic studies have
relied on measurement of airborne particles other than PM10 (particulate
matter less than 10 microns in diameter), the current metric for the
National Ambient Air Quality Standard for particulate matter in the United
States. In most areas, particulate matter is measured only every sixth
day. The lack of daily data on ambient levels of PMIO has impeded
epidemiologic research, while the complex and heterogeneous mnature of
particulate matter has discouraged clinical efforts to study its effects
in the 1laboratory. Although results of several epidemiologic studies
suggest that ambient ozone is associated with exacerbations of asthma,
the results from controlled exposure studies are mixed, especially at low
effective doses (Kreit et al., 1989; Koenig et al., 1985; Linn et al.,
1978).

In this paper, we report results of a pilot study of the respiratory
health of a sentinel group of asthmatic children in relation to several
ambient pollutants in Southern California. The results suggest that
relatively low ambient levels of both PM10 and ozone are associated with

shortness of breath among this population of African-American children.

Data and Methodology
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The Study Population

The study sample consisted of African-American children, ages 7 to
12, with confirmed asthma, most of whom lived in the central and south-
central sections of Los Angeles. Subjects were required to have had
asthmatic symptoms requiring medication, in the absence of a respiratory
infection, during the six months preceding study recruitment. Subjects
were recruited during an office visit or by telephone, from allergy,
pediatrics, and urgent care clinics at four large health care facilities
(Kaiser West Los Angles, Kaiser Inglewood, Children’s Hospital of Los
Angeles and King Drew Medical Center), and two asthma camps run by the
American Lung Association and by the Asthma and Allergy Foundation. Such
disparate recruitment sources ensured variation in household income and
socioeconomic status, access to medical care, and asthma severity, The
locations of the recruitment sites are displayed in Figure 1.

After recruitment and screening, 109 children were eligible for
participation. Most lived in Los Angeles or Inglewood, within 10 miles of

downtown Los Angeles, where one fixed-site monitor was located.
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began the first week of August 1992. We chose this study period so as to
include both the high summer concentrations of particulate matter and
ozone and the high early fall concentrations of pollen. Informed consent
was obtained from both children and their parents, and nominal incentives
were provided for each completed diary. Parents and children were told
that they were participating in an investigation of environmental factors

affecting asthma, but not that the principal variables of interest were

air pollutants.

Health Data

Data collected from the participants included (1) answers to an
intake questionnaire completed by the parents, providing information on
the children's medical histories, asthma severity and known triggers,
allergic status, medical management, family structure and demographics,
and potential indoor exposures; and (2) a 13-week daily diary recording
asthma symptoms, medication use, respiratory infections, peak expiratory
flows, and physician visits. Interviewers administered questionnaires to

the parent or legal guardian of each child within a few weeks of the
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child’s clinic wvisit or telephone contact, All participants were
carefully instructed on the use of the daily-symptom diary and received a
return visit approximately 2 weeks after the start of the study. To
enhance compliance, the interviewers made additional home visits, and the
parents or care-givers were telephoned weekly and asked about the
children’s respiratory status. Of the 109 eligible children, 91 completed
an intake questionnaire, and 87 began the daily diaries. Of these 87, 69
(79%) completed at least 6 weeks of daily diaries, and 55 (63%) completed
at least 9 weeks of daily diaries. Data from four participants were later
dropped because of concerns about the accuracy of their responses, leaving
a final sample size of 83. Comparison of the group that responded for
more than 9 weeks with the group that completed less than 9 weeks of
diaries showed no difference in the rate of reported symptoms during the
study. However, the latter group (< 9 weeks) had less education and
income and resorted more symptoms when asthma history was reported in the
intake questionnaire.

Table 1 summarizes the age, household income, and asthma history and
status of the study population. Households with a wide range of income
and education were represented in the study. The subjective evaluation of
the parents and our own evaluation in which we used criteria established
by the National Institutes of Health’s National Asthma Education Project
(based on medication use, restrictions in activity, symptoms and use of
medical services) indicated that about 70%¥ of the sample had moderate or
severe asthma. Almost half of the sample were using anti-inflammatory
medicine, and a quarter were using inhaled steroids.

This initial analysis focused on the daily reporting of respiratory
symptoms including cough, shortness of breath, and wheeze. During the
study period, the daily prevalences of cough, shortness of breath, and

wbheeze . were_22. 5.6, _gnd 22 percent. resvectivelv. Since enrollment was .




were made at three fixed-site monitors (see Figure 1) in downtown Los
Angeles, Lynwood, and Pico Rivera. In addition to its routine fixed-site
monitoring, the South Coast Air Quality Management District also collected
daily PM10 data at the downtown Los Angeles site (using a beta attenuation
monitor), which was the closest fixed-site monitor to the recruitment

jocations. For all four of the above pollutants, both hourly and 24-hour
e = .m;peanﬁnd—narnicg;aggﬂ (TSE)

sulfates, and nitrates were collected every sixth day at the Los Angeles
site. Daily values of the gaseous pollutants were collected at all three
sites, and daily PM10 values were also collected at the Lynwood site with
a TEOM monitor. Because most of the study population resided in the
central Los Angeles area, data from the downtown los Angeles monitor were
used in the initial analysis. Sensitivity analysis was conducted to
examine the impact of averaging the results from all three monitors and of
assigning each participant to the monitor closest to his or her residence.

sbbgleh  there is_substantial _air quality variability within the Los

Angeles air basin, with lower ozone and particle levels near the coast,
the centralized recruitment ensured a sample that could be reasonably
represented by the three monitoring statioms. However, a few children
recruited from the asthma camps lived a greater distance from downtown Los
Angeles,

p 7 " i imi o g deeing the crudv _neriod were..yelatively

moderate; the 1l-hour maximum ozone level at the central Los Angeles
station averaged 0.08 ppm and the mean 24-hour PM10 level was 56 pg/m

Levels of PM10 and ozone were correlated (r = 0.50), and the maximum daily
temperature was correlated with the ozone level (r = 0.35) but not with
the PM10 level (r = .06). Figure 2 depicts the temporal pattern of ozone
and PM10. Of note, PMI1O concentrations peaked during the last third of

the study, and ozone concentrations were highest at the beginning of the



levels of pollen from grasses, trees and weeds, and specific molds, such
as alternaria and cladosporium). Levels of pollens and molds exhibited
very distinct peaks and were not correlated with either PMI0O or ozone
concentrations. Temperature, humidity, and levels of pollens and molds
were considered both &s continuous variables _and as binary variables
indicating extremes. Specifically, we examined the effect of a given
variable being in the top 25, 10, and 5 percent of all such measurements.
As indicated in Figure 2, the levels of molds (and pollen, not displayed)
peaked at the end of the study period. 1In general, there appeared to be
only minimal confounding among the pollutants, pellens, and molds. Table
2 details the distribution of the levels of air pollutants, pollens,

molds, and three of the weather variables.

Statistical Methods

In a panel design study each person can serve as his or her own
control. The data set therefore will provide substantial degrees of
freedom and a reduced potential for confounding and covariation among
explanatory variables.

Three different levels of analysis were conducted for each of the
six binary response variables indicating daily symptoms: the prevalence
(i.e., the likelihood of a symptom on a given day) of cough, shortness of
breath and wheeze, and the likelihood of an incident attack, for any of
these three asthma symptoms, that might extend over several days. 1In the
first analysis, qualitative in nature, the group rate of symptoms (e.g.,
the proportion of the sample reporting cough on a given day) was analyzed.
This was undertaken in order to detect general patterns in the data, to
determine the form of the dose-response relationship, to narrow down the
list of candidate pollution and meteorologic variables, to examine
patterns of residuals for autocorrelation, and to search for influential
data points.

Next, all of the individual observations were pooled and examined by
logistic regressions based on the generalized estimating equations (GEE)
proposed by Liang and Zeger (1986). This method generates robust
estimators regardless of the specification of the covariance matrix and
corrects for the repeated measure design of the study. Thus, the standard

error of the regression estimate is adjusted for the fact that responses
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the sensitivity of the results to alternative regression specifications,
we reported the odds ratios and confidence intervals as additional
variables were added to the model. Potential interactions among the

included variables were also examined,

RESULTS
1. Pooled analysis
With the exception of the reporting of a symptom or a cold on the

previous day, most of the variables were not associated with the reportin

of asthma symptoms. Of the pollutants, PM10 and ozone were associated
with shortness of breath but not with any other symptom. Accordingly,
shortness of breath was the only symptom examined in subsequent models.
The generalized estimating equations included a one-period autocerrelation
correction that effectively reduced the serial correlation of the
residuals. Table 3 shows the association of shortness of breath with PM10
and ozone concentrations as additional covariates are added to the model
specification. As explanatory variables, the basic model includes a
binary wvariable indicating the presence of shortness of breath on the
previous day, a binary variable for respiratory infection on the previous
day, and one air pollution variable, either PM10 or ozone. Shortness of
breath had a statistically significant association with both ozone (OR =
1.40, 95%CI = 1.14 - 1.72 evaluated at the mean ozone level) and PM10 (OR
= 1.58, 95%CI = 1.05 - 2.38 evaluated at the mean PM10 level). Having a
respiratory infection on the previous day was statistically associated
with shortness of breath (p < 0.05). Transforming the pollution variables
into log terms only slightly improved the association of shortness of
breath with PM10 and had no impact on its association with ozone.
Contemporaneous exposures of ozone and PM10 were more associated with
symptoms than were the lagged versions of these variables. Therefore, in
subsequent analyses, we used untransformed same-day exposures of pollution
in the regression specifications. When children were assigned exposures
based on either the average of the three fixed-site monitors or the
monitor closest to their residence, the significance of the associations
with PM10 and ozone did not change.

When continuous values of temperature, pollens and molds were added

to the model, only temperature was associated with shortness of breath (p
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= .10). This association was unchanged when temperature extremes (i.e.,
days with the highest 10% maximum temperatures, greater than 82° F) were
added to the model. Although the binary variables representing the
extreme values for molds were not statistically significant, a binary
variable indicating the 5% of days with highest levels of molds (i.e.,
days on which more than 2,000 spores per cubic meter were recorded) was
kept in subsequent models because the t-statistic was close to one. The
inclusion of these variables did not affect either the magnitude or
significance of the coefficient for PM10. The statistical significance of
ozone dropped slightly (p < 0.05) probably because of the covariation
between ozone and temperature. When we added the variable indicating a
previous day with a cold back into the model, the pollution results were
not altered, although in the specification with ozone, temperature was now
more significant (p < 0.05). There did not appear to be any interactions
between pollutants or between pollution and either temperature or molds.
Among the individual demographic variables, the frequency of symptom
reporting did not vary on the basis of sex, but frequency did increase as
age and family income increased,

For the subsample of the population with moderate or severe asthma,
shortness of breath was associated with both PM10 and ozone but the
magnitude of the effect was similar to the group as a whole. Finally, the
beginning of an asthma episode was associated with ozone (p < 0.05) (OR =
1.60, 95%CI = 1.01-2.58) but not PM10 (p > 0.10) (OR = 1.06,95%CI = 0.61-
1.84).

2. Individual-level analysis

As expected, many children were excluded from this part of the
analysis because of low symptom rates or too few days of response, leaving
only 41 subjects. Again, no association was found between any time-
varying factors, including air pollution, and either cough or wheeze.
However, shortness of breath was associated with both PM10 (p < 0.01) (OR
= 2.42, 95%CI = 1.76-4.68) and ozone (p = 0.06) (OR= 1.51, 95%CI = 0.98-
2.32). Also, the beginning of an incident attack (or episode) of
shortness of breath was associated with ozone, but not PM10. Finally, to
compare the models, we reran the pooled analysis using the same subsample

of 41 subjects and found both ozone and PM10 to be associated with
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shortness of breath. The odds rati fo his subset were hicher thar_£gor

:

the group as a whole (Table 3).

Discussion

There are relatively few epidemiologic investigations of the
relationship between air pollution and asthma. Results from previous
epidemiologic studies suggest that ambient particulate matter or ozone
exacerbate asthma symptoms (Whittemore and Korn 1980; Ostro et al., 1992:
Pope et al. 1993) and may result in increases in hospital admissions or
emergency room visits (White et al., 1994; Thurston et al., 1992; Bates et
al. 1987, 1990). Our study suggests that both PM10 and ozone are
associated with increased daily reporting of shortness of breath. These
effects appear to occur at the moderately elevated levels of pollution
experienced in central and south-central Los Angeles in the late summer
and early fa%l of 1992.

It is difficult to attribute these effects solely to one pollutant
since concentrations of PM10 and ozone were correlated. However, if the
effects are caused primarily by higher levels of the pollutants, both of
the pollutants may have some effect, since the peak concentrations of the
pollutants occurred at different times during the study. This possibility
is supported by the observation that different relative effects of the
pollutants appear to have occurred when those asthmatics with more
symptoms were examined. Specifically, results of the individual-level and
pooled analysis of the subsample of 41 children, suggest that the
asthmatics in the study with more baseline symptoms have a heightened
effect (relative to the total sample) from exposure to PM10 (Table 3); the
effect of ozone on this group is generally similar to that observed for
the entire sample.

This association does not appear to be a result of confounding by
other time-variant factors such as meteorologic conditions, pollens or

molds, since these factors did not exhibit significant univariate

associatiops  with._asthpa cippra < P oamesl -, g, . Y, ,

extremely high temperatures and high 1levels of molds were the

relationships between these factors and shortness of breath even close to



approach, in which each individual served as his or her own control, no
other factor is likely to be correlated with both outdoor air pollution
and shortness of breath. Although this approach is based on a more
sensitive subgroup of the sample (those reporting enough symptom days or
total days so that the individual logistic regressions could conmverge) it
suggests that there are some children who are especially sensitive to air
pollution, especially PM10.

The biologic validity of the consistent statistical relationship
between PM10, ozone, and reported shortness of breath would be
strengthened by finding similar associations with wheezing. However,
individual perceptions of shortness of breath may occur in relation to a
sensation of chest tightness with or without audible wheezing. This seems
to be the case with our study population: reporting a shortness or breath
and chest tightness were strongly associated (r = 0.42; p < 0.0001).

In general, the impact of air pollution on this population of
African-American children in Los Angeles with asthma appears significant.
At the mean levels of pollution, we detected a 50 percent increase in the
reporting of shortness of breath, For a 10 pg/m3 change in PM10, this

amounts to about a 9 percent increase in symptoms.
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Table 1. Demographic and Sociceconomic Characteristics of Children who

- Completed Diaries (n = 83).

Characteristics Categories Percent (%)
Age Distribution (years) 7-8 33.7
9-10 37.3
11-12 28.9
Sex Female 32.5
Male 67.5
Annual Household Income < $10,000 20.8
$10-25,000 24.7
$25-40,000 24.7
$40-70,000 23.4
> $70,000 6.5
Asthma Severity Mild 28.9
Moderate 53.0
Severe 18.1
Use Inhaled Steroids Yes 27.7
No 72.3
Use any Anti-inflammatory Medicine  Yes 45.8
No 54.2
Recruitment Site Kaiser West L.A. 18.1
Kaiser Inglewood 28.9
King-Drew Med. Center 9.6
Children's Hospital, L.A. 8.4
Asthma Camps 34.9
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Table 3. Regression Coefficients for Shortness of Breath Using Pooled and
Individual-level Models (odds ratio, 95% confidence interval evaluated at
the mean pollution level, and associated p-value).

Model Specification PMI10 Ozone
pollutant + cold& 1.58 (1.05, 2.38) 140 (1.14, 1.72)
<0.05 <0.001
pollutant 1.60 (1.10, 2.32) 1.34 (1.01, 1.77)
+temp90 + mold95 <0.05 <0.05

pollutants + cold +

temp90 + mold95

1.60 (1.07, 2.37)
<0.05

1.36 (1.02,1.83)
0.05

pollutant (moderate or

e anklkanal . ﬁ*’” o ]

1.64 (1.01, 2.65)

1.47 (0.96,2.24)
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ABSTRACT

We examined the association between exposure to PM;,, air
pollution.and daily mortality in Utah County, Utah for 1985-92. We
confirmed the previous finding that exposure to fine particulate
air pollution (particulate diameter of < 10 pm) in amounts of 50+
pg/m® increased daily mortality by 3%. The potential importance of
this observation led us to test the association more rigorously by
assessing rate ratios (RR) of PM,, for year, season, and location
at time of death. For individual years there was no statistically
significant association between increased mortality and exposure to
PM,, air pollution. The strongest mortality effect was seen in the
spring, not the winter. The largest numeric contribution to excess
mortality was from individuals age 75+ dying in hospital, and the
largest RR was for individuals ages 15-59 dying at home primarily
of cancer. These findings do not support a causal association

between exposure to PM,, air pollution and daily mortality.
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INTRODUCTION

Daily exposure to fine particulate air pollution of average
diameter 10 p or less (PM,,) has been associated with increased
mortality within a few days of exposure after controlling for
relevant weather variables (Schwartz, 1991; Schwartz and Dockery,
1992a; Schwartz and Dockery, 1992b; Schwartz, 1993; and Pope et
al., 1992). The excess mortality was greatest among those dying
from cardiopulmonary diseases, and was present at levels of air
pollution below the current National Ambient Air Quality Standard.
These studies have assumed uniform exposure to air pollution within
a city or county, regardless of where the death occurred. However,
many people die in hospitals or nursing homes rather than at home,
and it is questionable if these individuals are uniformly exposed
to the same level of PM,,. None of the previous studies have
determined whether the association differed by location at time of
death, or was uniform across seasons and the years studied. The
failure to find a consistent mortality effect across time or by
location would suggest that the excess mortality attributed to air
pollution was the result of confounding by other factors such as
weather, or effect modification by an unknown factor.

Because of the potential impact of this association on the
public health, this study tested the association between exposure
to PM,, air pollution and excess mortality more rigorously than
previous studies. The study objectives were: (1) to examine the
excess mortality associated with exposure to fine particulate air
pollution by age groups and location at time of death; (2) to

examine the causes of death associated with PM,, exposure by age

217



group, location at time of death, and by year and season; (3) and
to examine the annual and seasonal variation of the PM,, effect on

daily mortality.
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METHOD

Information on deaths was obtained from the death certificates
filed with the State of Utah for April 1985-December 1992. A
computerized file of all death certificates in Utah during these
years was prepared by the State Registrar of Vital Statistics. The
file contained the following information: a unique file number,
date of birth, gender, date of death, cause of death (ICD-9 code),
county of residence at time of death, county of death, and location
at time of death (hospital, nursing home or other). Deaths due to
an accidental cause (ICD-9 codes 800 and above) were excluded.
Only those who died in their County of residence were used in the

analysis. The 1985-1992 age- and sex-specific populations for each

county were estimated by linear interpolations from the 1980 to

for those under age 1.

Data on air pollution for Utah County were obtained from a
daily monitoring station maintained by the State of Utah since
April 7, 1985. Exposure to PM,, air pollution was defined as
exposure to particles with an average diameter of 10 pm® during any
24 hour period using the U.S. Environmental Protection Agency
method. Five-day moving average (i.e., average of PM,;, observed on
the current day and four previous days) was used as a measure of
PM,, exposure since it was shown to be associated with increased

mortality in the previous study conducted in Utah County (Pope et

a1l 1002y DNa+a on minimam dallyvy temnerature were obtained from



County always occurred during the winter, and were always
associated with low temperature and high humidity.

Age groups are categorized as <1, 1-14, 15-59, 60-74, and 75+.
Location at time of death was defined as a hospital death if it
occurred in one of the four hospitals serving the county. A
nursing home death if it occurred in one of the nursing homes
located in the county, and "home" if the death occurred outside of
a nursing home or hospital. Based on the death certificate, 98.2%
of deaths outside a hospital or nursing home occurred at home.

Since the number of deaths ranged from 0 to 10 with the mean
of 2.52 and the variance of 2.68, the data were analyzed using a
Poisson regression model. The generalized estimating equation
(GEE) approach, previously used in the analysis of daily mortality
and air pollution (e.g., Schwartz et al., 1992), was not used since
there is very little correlation among death counts. For example,
Lag 1 to 60 autocorrelations were all in the range of -0.05 and
0.05. Consequently, daily death counts were assumed to be
independent and were analyzed using the standard Poisson regression
program available in EGRET (SERC 1991). Daily minimum temperature
was entered as a continuous variable, while PM,, was entered as a
dichotomous variable using 50 pg/m® as a cutoff (i.e., 1 if above
50 and 0 otherwise). Justification for this dichotomy comes from
the dose-response relationship (see Figure 1). A linear time trend
was included as a continuous variable to adjust for an increase or

decrease in background mortality rates over the years.
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RESULTS

There were 7,125 deaths that met the study criteria. The
number of deaths and the monthly levels of PM,, are shown in Figure
2. Coefficients obtained from the Poisson models for Utah County
by Pope et al., (1992) are compared to those obtained from this
study in Table 1.

Rate ratios for PM,, exposures of 50 pg/m’ or greater compared
to exposure of less than 50 pg/m® were calculated from the Poisson
model for each location at the time of death, and for six age
groups at each location. The cutoff level of 50+ pg/m® was chosen
after plotting excess mortality by level of exposure. There was a
break point at 50 pg/m® indicating a threshold effect (see Figure
1).

The rate ratios for place of death by age are shown in Table
2. For those dying at home the largest RRs were found for those
ages <1 to 59. The commonest cause of death of those <1 year old
(n=44) was sudden infant death syndrome, and for those in the age
15-59 year old category (n=285), cancer. RRs for deaths occurring
in hospital were highest for those age 75+ (n=1585). For deaths in
extended care facilities the largest RR was for the age <1, but
this is based on two deaths, while those age 60-74 (n=248)

~ 4 sqnae moeergl it

The excess mortality associated with exposure to PM,, by
calendar year is given in Table 3. The RR was greatest in 1985 and
1990, intermediate in 1986 and 1989, minimal in 1988 and 1992, and
absent in 1987 and 1991. None of the RR’s was significantly

different from all other years combined.
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Variations in PM,, effect by season are present in Table 4.
The largest number of excess deaths occurred during spring (April,
May, June}, followed by winter (January, February, Marchj.

Causes of death were divided into three broad categories
(respiratory, cardiovascular and other), and RRs of PM,, 2 50 pg/m’
were calculated for each cause as well as by year of death and
season of death (see Tables 3 and 4). Overall the RRs for
cardiovascular deaths were similar to the RRs for pulmonary deaths;
however, this varied within each year. The RR for respiratory
deaths was highest in 1986 and 1987 when PM,, levels were quite low,
was below 1 in 1988, a year with high PM,,, and was 1.0 in 1990, the
yvear when PM,, levels were the highest. The PM,, effect for
respiratory causes of death was strongest in the spring with an RR
of 1.47, while that for cardiovascular causes was greatest in the
winter (RR=1.22). When the data were examined by season and
location at time of death, the strongest PM,, effect was found for
deaths at locations other than hospital or nursing home (RR=1.33
for spring, and 1.21 for winter), followed by deaths occurring in

hospital (RR=1.09 for spring and 1.05 for winter). (See Table 5.)
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DISCUSSION AND CONCLUSION

This study examined the association between PM,, and daily
mortality'in greater detail than previously published studies to
assess the causality of the association. The lack of a consistent
association for any calendar year, and in the lower RR for the

winter season calls into question the causality of the association.

This study confirmed the findings previously reported by Pope
et al. (1992) of excess mortality in Utah County associated with
fine particulate air pollution. The coefficients obtained from for
this study are in agreement with those of the previous study, but
the standard errors are slightly bigger. Problems in the
calculation of standard error in such studies have been reported
previously (Mori et al., 1994).

No previous study has examined the PM,, effect by the location
at time of death. Our findings suggest an effect for those age <l1-
59 who died at home (n=366), but these deaths were principally due
to "other" than respiratory causes such as sudden infant death
syndrome and cancer. The largest overall contribution to the
excess deaths was from those age 75+ who died in the hospital
(n=1585). There is no information on PM,, levels in the hospital
compared to PM,, levels at home or outdoors. Hospital ventilation
systems usually draw in outside air, condition it, and then pass it
to the wards. The airflow is generally from patient rooms to the
corridors. No information is available for PM;, levels in intensive

care units, patients on respirators, in isolettes or receiving
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supplemental oxygen, making it difficult to draw conclusions
regarding the effect of outside PM,, levels on hospital mortality.

Excess mortality was not present every year, and excess deaths
from respiratory disease, the cause believed to be most strongly
influenced by PM,, exposure, followed a pattern independent of
overall excess mortality by year. Further, this study found no
effect of PM,, exposure at levels of less than 50 pg/m’ contrary to
findings from previous studies (Schwartz, 1993).

The lack of an association in certain years raises a question
about the causal nature of PM,, air pollution and subsequent
mortality. The lack of association (RR=1.0) in 1987 might be
explained by a "threshold effect" where so many days of high PM,
exposure is necessary before a mortality effect occurs. PM,, levels
in 1987 were the lowest of all the years studied. However, this
explanation cannot account for the lack of association in 1991
(RR=1.0) and 1992 (RR=1.01) when PM,, levels were as high as any
recorded in 1985, the year with the highest RR (RR=1.20). Nor can
this explanation account for the RR in 1990 (RR=1.20), a year that
had the second lowest PM,, levels after 1987.

The RRs for season are also perplexing. The highest levels of
PM,, were reported in the winter (January and February), but the
strongest effect occurs during the spring (RR=1.13), followed by
winter (RR=1.08). There is no effect seen in the six months from
July to December (RR=0.90 and 0.97). When RRs were calculated for
each month the strongest effect occurred in May.

The cause of death was assigned by the State of Utah, and no

effort was made to check its accuracy or recode the death
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certificates. The location of death is recorded on the death

gkt t-  —ed ali~ .anm umead +n datsrmine location at time of

death. For Utah County, 50% of all deaths occur in the hospital,
an additional 25% in a nursing home, and the remainder at home.
Using Medicare data for those 65+, half of these individuals had
been in the hospital for five or more days.

In conclusion, a more rigorous examination of the association
between exposure to PM;, air pollution and daily mortality found
inconsistencies in the association suggesting that it is not causal
in nature. These inconsistencies included Yyears when the

association was not present, and a season effect in spring rather

t e gt emllieiw mofb s cans weh valatad ro_the_level of PMi,

exposure in any of the years. The strongest association was found
in the spring months (April-June), not the winter months when Utah
Valley routinely experiences the highest levels of PM,, exposure.
The effect was strongest in those at home dying of causes other
than cardiopulmonary. These findings suggest that the association
between PM,, air pollution and acute mortality is not causal, and
is likely related to a confounding factor not adequately controlled

in previous studies.
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Table 1. Comparisons of the Results Reported by Pope et al. (1992) and

those of the Present Study:

Poisson Regression?

Coefficients and Standard Errors from

Variable

Pope et al.
1985 - 1989

Coefficients

(Std. Error)

Lyon et al.

1985 -~ 1989
Coefficients

(Std. Error)

1985 - 1992

Coefficients

(Std. Error)

0.1851 0.1143 0.1619
Low temp. ( < 20 °F)
(0.0495) (0.0717) (0.0541)
0.3427 0.2403 0.2185
Low temp. (20-29 °F)
(0.0357) (0.0619) (0.0475)
0.1967 0.1556 0.1698
Low temp. (30-39 °F)
200 Q1) (0-ﬂj£51
0.2442 0.1892 0.1740
Low temp. (40-49 °F)
(0.0247) (0.0583) (0.0450)
0.1279 0.0763 0.0809
Low temp. (50-59 °F)
(0.0332) (0.0601) (0.0456)
-0.0147 -0.0192 0.0014
Time
(0.0118) (0.0113) (0.0053)
0.00147 0.0016 0.0012
PM;, (pg/m’)
(0.00031) (0.00052) (0.00042)

lRelative humidity was included as a covariate in the study by
Pope et al. (1992) but not in the present study. PM,, was treated

as a continuous variable for comparitive purposes.
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INTRODUCTION: Recent studies have reported associations between low levels of air
pollution and daily mortality (Schwartz 1991, Schwartz and Dockery 1992a, Schwartz and
Dockery 1992b, Schwartz 1993). Taken together, the results of these studies have been
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of the GEE method for analysis of the Steubenville data. These are discussed in the body

of the paper.

While processing the raw data, we realized that there are two distinct daily
mortality data series and two distinct sulfur dioxide series that can be used for the
analyses. Thus, four distinct mortality-sulfur dioxide combinations are available for
analyses. We found that the results of the analyses depend rather strongly on which
particular combination of data is used. The series of sulfur dioxide measurements is
particularly important. When TSP (total suspended particulates) was the sole air pollution
variable inciuded in the analysis, it was significantly associated with mortality on the
subsequent day. When the sulfur dioxide measurements used by Schwartz and Dockery
were incluaed in tTme regression, we found, in contrast to their results, that the estimate of
thé TSP effect was substantially decreased and became statistically insignificant. Finally,
when the mortality data were analyzed by season, the effect of particulates was greatly

attenuated when the same sulfur dioxide measurements were simultaneously considered in

the regression.

MATERIALS AND METHODS:

Because of the sheer volume and complexity of the data, we were concerned that
errors could occur while processing the data prior to analysis. We tried to duplicate as
closely as possible the data reported in Schwartz and Dockery, but were not entirely
successful in doing so, as is discussed below.

Mortality. pollution and weather data: The Steubenville standard metropolitan statistical

area consists of the counties of Brooke and Hancock in West Virginia and Jefferson in

— s . .
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Center for Health Statistics for the years 1974 to 1984 inclusive. Deaths due to accidents
were excluded. There are two mortality data sets that can be analyzed. The first, which we
call 'total' mortality, consists of all deaths (excluding accidents) occurring in the SMSA.
The other, which we call 'restricted’ mortality, consists of all deaths (again excluding
accidents) occurring in the SMSA among individuals who are classified as being residents
of the SMSA. It is clear that the restricted mortality data form a subset of the total
mortality data. It is not quite clear from their paper which mortality data were used by
Schwartz and Dockery in their analysis. We were told by Schwartz (personal
communication) that they used restricted mortality. When we compared the distribution of
mortality counts with the distribution reported in their paper it was clear that neither
mortality data set was identical to the data analyzed by them. However, the distribution of

the restricted mortality was closer to the distribution reported in that paper. See figure 1.

Air pollution data were obtained from the Aerometric Information Retrieval
Service of the Environmental Protection Agency. Table 1 shows the percentile distribution
of the TSP readings in the Steubenville area during the period of observation. It is clear
from that table that this distribution is in good agreement with that reported in Schwartz
and Dockery. Between 1974 and 1978, sulfur dioxide measurements were made in two
distinct ways. A continuous monitoring system, which reported hourly measurements was
introduced in 1974. In addition, measurements were also available from an integrated gas
bubbler sampler, which was run until 1978. Thus, the sulfur dioxide measurement series
over the period covered by the analysis consists of either the continuous or the gas bubbler
measurements prior to and including part of 1978, and continuous measurements
thereafter. We label the two resulting series of measurements as C-C (to indicate that the
continuous monitor was used for the entire period 1974-1984) and GB-C (to indicate that
the gas bubbler was used from 1974 to 1978 and the continuous monitor thereafter).

Because of problems with the newly introduced continuous monitoring system, Schwartz
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and Dockery thought it preferable to use the GB-C series in their analyses. As can be seen
from table 1, the percentile distributions of both sulfur dioxide series correspond quite
closely to the distribution reported by them, with the C-C series distribution being virtually
identical to the distribution in their paper. We used both the GB-C series and the C-C

series in our analyses.

Information on daily weather was obtained from the National Oceanic and
Atmospheric Administration weather station at the Pittsburgh airport. Summary statistics

for the weather variables were quite similar to those reported by Schwartz and Dockery.

Methods of analysis: The data were analyzed using the method of Poisson regression. The
regression model included an intercept term and additional terms for the weather and
pollution related variables of interest. The parameters of the model were estimated by
maximizing the likelihood. Because daily mortality counts from day to day are likely to be
correlated, the method of Poisson regression may not yield consistent estimates of
variances. A recent method, introduced by Liang and Zeger (1986) can then, in principle,
be used for estimating the parameters and obtaining robust standard errors for these
estimates. This, so called generalized estimating equation (GEE) approach, introduces a
working correlation matrix to describe the correlations among the observations. Liang and
Zeger showed that, providing the sample size is large enough, the choice of the working
correlation matrix does not affect the consistency of the estimates. We examined the auto-
correlation function of the mortality data in Steubenville and found, to our surprise, that
there was no evidence that mortality counts on any two days were correlated (see figure
2). Thus, we believe that it is unnecessary to use the GEE approach. In fact, the GEE
approach may yield misleading results for this data set, as is discussed below. However, in
an effort to confirm published results we used GEE with various working covariance

matrices in addition to straight Poisson regression for the analyses of the Steubenville
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data. In order to compensate for possible extra-Poisson variation in the data, we computed
a 'sandwich' estimator (see expression 7 in Zeger and Liang, (1986)) for the variance when
using Poisson regression. We found, however, that this ‘robust’ estimate of variance was

comparable to the ‘naive’ estimate of the variance obtained from Poisson regression.

Finally, a few words on the use of GEE for the analyses of mortality counts are in
order because this method has now been applied to many different data sets. This
approach was introduced for the analyses of correlated longitudinal data. Correlations in
the data are addressed by way of a working covariance matrix, and if the sample size is
large enougim (i.e. asymptotically) the method yields consistent estimates of the parameters
and the standard errors even if the choice of the working covariance matrix was not
particularl; accur;te to begin with. However, for any given (finite) data set a reasonable
choice of the working covariance matrix is always to be preferred to one that is clearly
inappropriate. In the context of correlated mortality counts, sample size refers, not to the
size of the population, but to the number of independent years of observation. Schwartz
and Dockery used an exchangeable covariance structure for their analysis. This choice of
working correlation matrix is clearly inappropriate because it assumes, for example, that
mortality counts on January 1 and December 31 of a given year are correlated to the same
extent as the mortality counts on January 1 and January 2 of that year, and that mortality
counts on December 31 of that year and January 1 of the next year are not correlated. In
fact, if full year mortality is to be analyzed, then mortality over the entire period of
observation should be considered to be a single time series. There is little justification for
treating single years as independent units of observation. If seasonal mortality is analyzed,
on the other hand, then the assumption of independence would appear to be justified:
mortality in the summer of 1979 can be considered to be independent of the mortality of
the summer of 1978. But even if analysis is performed by season, there is a sample size

problem in the use of GEE with these data. For the asymptotic resuits to hold, the number
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of independent years of observation must be large. With only 11 years of observation in
Steubenville, the sample size is probably inadequate for application of the GEE approach.
We also note that the application of the GEE approach has heretofore been restricted to
the analysis of correlated longitudinal data with relatively few observations in each
individual longitudinal series. The fact that in the mortality data we have approximately 90
observations in each series (when analysis is done by season) probably makes the sample

size problem even worse.

RESULTS: We note first that the various methods of parameter estimation (Poisson or
GEE with various working covariance matrices) gave rather similar estimates of the
parameters, but quite different standard errors and thus different confidence intervals. The
results, both parameter estimates and standard errors, were found to depend upon which
particular mortality and sulfur dioxide data sets were used in the analysis. Because of the
pressures of space, we are unable to report all our results here. Instead we will focus on
reporting the results of the Poisson analysis, and point out how the results differ when
GEE is used instead. The results of Poisson regression are presented in table 2 and figures
3 and 4. Table 2 and figure 3 report the results of using the GB-C sulfur dioxide series,
which, in the opinion of Schwartz and Dockery, is the desirable series of measurements to

use in the analyses. Figure 4 reports the results of using the C-C sulfur dioxide series.

We first report on our analysis of the full-year data using the covariates used by

— Schwapzand Dockery in their analysis (table 2). In our analysis we define winteras
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result is in good agreement with the result reported in Schwartz and Dockery (1992a, their

table 2).

We found that the effect of TSP is greatly attenuated when sulfur dioxide is
included in the model. With full mortality, we find, as shown in table 2 and figure 3 that
there is a substantial attenuation of the TSP effect when both TSP and sulfur dioxide are
included in the model, the estimated parameter for TSP decreasing from 0.029 (s.e =
0.011) to 0.018 (s.e. = 0.013). If instead of using the full mortality data, we use restricted
mortality (used by Schwartz and Dockery in their analysis) and the GB-C sulfur dioxide
series, we get essentially the same results. The attenuation of the TSP coefficient is not as
large, however (the estimated parameter drops from 0.031, s.e. = 0.012, to 0.025, s.e =
0.014). This is in contrast to the conclusion of Schwartz and Dockery who say, "When
both sulfur dioxide and particulates were included in the model simultaneously,
particulates remained significant (B = 0.000300 + 0.000128), with little reduction in its
estimated coefficient, while sulfur dioxide was insignificant (B = 0.0059 + 0.0048) with a
substantial attenuation in the estimated effect.” If, however, GEE with an exchangeable
correlation structure is used with restricted mortality and the GB-C sulfur dioxide series,
both TSP (estimated coefficient = 0.026; s.e. = 0.019) and sulfur dioxide (estimated
coefficient = 0.042; s.e. = 0.071) are statistically insignificant. When the C-C sulfur
dioxide series is used, we can reproduce the finding of Schwartz and Dockery (TSP is
significantly associated with mortality and sulfur dioxide is not), as is shown in figure 4. In
summary, we can reproduce Schwartz and Dockery's results only if we use the C-C sulfur
dioxide series, a series that they explicitly state they did not use because of measurement

error problems.

We also analyzed the mortality data by season. We defined the seasons as follows:

Winter: December, January, February, Spring: March, April, May; Summer: June, July,

242



August; Fall: September, October, November. The results of the analysis using both full
and restricted mortality and the GB-C sulfur dioxide series are shown graphically in figure
3. It is quite clear from this figure that the introduction of sulfur dioxide into the model
attenuates the coefficient for TSP, and vice versa. We also found a significant effect of
temperature in Fall and in Winter, mortality being highest on the coldest days (lowest
quintile of temperature). In Summer, mortality is highest on hot days (highest quintile of
temperature), however the coefficient is not statistically significant. With the C-C series of
sulfur dioxide measurements, the effect of TSP is stronger, whether or not sulfur dioxide
is included in the model. Sulfur dioxide, however, appears to have a protective effect in
Summer (statistically significant if GEE is used). Thus, the use of the C-C series does lead

to some rather unexpected results.

A comparison of figures 3 and 4 shows that the choice of sulfur dioxide series used
in the analyses makes a rather large difference to the results. The use of the C-C series

leads to results that are much closer to those obtained by Schwartz and Dockery.

DISCUSSION: Regression analyses of the mortality data reveal that by far the most
important term in the regression is the intercept. Thus, the weather and pollution variables
explain only a very small fraction of the daily deaths. In view of the smallness of the
effects we are trying to detect, robustness of results is of great importance. The
Steubenville results are not robust, however. This is particularly disturbing in view of the
fact that the restricted mortality is a subset of the total mortality data set and differs from
it only to the extent of about 0.4 deaths per day on average. Similarly, the GB-C and C-C
sulfur dioxide series are identical between mid-1978 and 1984, and as table 1 indicates the
distribution of the two series is similar. This fact suggests that the resuits of the analyses

are rather sensitive to measurement errors. The resuits depend, as well, on whether
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Poisson regression or GEE is used for the analysis. For the reasons discussed above, we

do not believe that GEE should be used for analyses of these data.

Taken together, the results of the Steubenville analyses are consistent with weak
associations between weather and air pollution and mortality. However, in view of the
instability of the results, consistency with the results of analyses in other cities must be
sought before any firm conclusions can be drawn. Certainly, it would be premature on the
basis of these data to single out any single component of air pollution as being responsible.
In this report we have considered only two of the six criteria pollutants and have shown
that introduction of the second pollutant into a regression model results in an attenuation
of the coefficient of the first. There is little a priori reason for excluding the other criteria
pollutants from the analysis. Future research efforts should be directed at investigating

combinations of pollutants.

The role of weather needs to be better investigated as well. OQur results suggest
that pollutants and season may interact. Kalkstein (1991) has suggested that synoptic
categories of weather, which take into account many more weather variables than
considered in current analyses, may be more strongly associated with mortality than single
weather variables. We are currently investigating these ideas in Steubenville. In particular
it would be of great interest to consider synoptic categories for weather together with the
criteria pollutants in a single regression model. Such an analysis should ideally be
performed in a metropolitan area with a large number of daily deaths, and with many years
of observation. If daily mortality counts are correlated, then both the GEE approach and

bootstrap methods should be used for the construction of confidence intervals.

Finally, although we attempted to assemble and analyze a data set identical to the

data analyzed by Schwartz and Dockery, we were not entirely successful in our efforts.
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Although we went to the same primary data sources, we were unable to duplicate exactly
either the mortality or the pollution data sets. If the differences in our results are due to
the small differences in the data analyzed, they reinforce a point made earlier, namely that

the results of these analyses are not robust to small perturbations of the data.
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Table 1: Percentile distributions of sulfur dioxide and total suspended particulates (TSP). Refer
to the text for definitions of GB-C and C-C. S - D refers to the distributions reported in Schwartz

and Dockery (1992).

SULFUR DIOXIDE (ppb) PERCENTILE DISTRIBUTION

10 25 50 75 90 Mean
GB-C 7 13 23 39 58 2838
c-c 7 12 23 38 56 286
S-D 7 12 23 38 55 28

- -

TSP (micrograms per cubic meter) PERCENTILE DISTRIBUTION

10 25 50 75 90 Mean
This 38 58 93 144 212 113
study
S-D 36 56 91 139 209 111
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Table 2: Resuits of Poisson regression analysis of the Steubenville total mortality data set using

the covariates used in a previous analysis (Schwartz and Dockery, 1992a). Indicator variables for

winter and spring (defined in text). Hot and humid defined as 24-hour mean temperature > 21.1°C

and mean dew point temperature > 18.3 ° C. Coefficient for TSP represents effect of an increase

of 100pg/m? in the previous day’s mean. Coefficient for SO, represents effect of an increase of

100ppb in previous day’s mean. Individual years were controlled for in the analysis by indicator

variables.

VARIABLE
Intercept

TSP

SO;

Winter

Spring

Hot and humid

COEFFICIENT (S.E)

1.174 (0.032)
0.018 (0.013)
0.072 (0.048)
0.080 (0.022)
0.020 (0.021)
0.023 (0.042)
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RELATIVE RISK (95% C.1)

1.018 (0.992 - 1.044)
1.072 (0.978 - 1.181)
1.080 (1.038 - 1.130)
1.020 (0.979 - 1.063)
1.023 (0.942-1.111)
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Figure 1: Distribution of daily mortality in the Steubenville SMSA between 1974 and 1984. For

definitions of ‘full’ and ‘restricted’ see text.
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Figure 3: Relative risks of mortality associated with exposure to TSP and sulfur dioxide using the
GB-C series of measurements. The relative risks are derived by fitting Poisson regression modeis
to the data. For full year mortality, the covariates described in table 2 are included in the analysis
For analysis by season, in addition to the pollution parameters, quintiles of temperature are
included and individual years are controlled for by indicator variables In all analyses, the solid line
represents results from full morality, the dotted line results from restricted mortality. Top panel
shows relative risk of mortality associated with 100pg/m® of TSP, together with the 95%
confidence interval. For full year and seasonal analyses, the relative risk with TSP as the only
pollution variable in the regression is shown on the left and labelled -SO,; the effect of introducing
sulfur dioxide into the regression on the relative risk associated with TSP is shown on the right
and labelled +SO, Lower panel shows the relative risk of morality associated with 100 parts per
billion sulfur dioxide. For full year and seasonal analyses, the relative risk with sulfur dioxide as
the only pollution variable in the regression is shown on the left and labelled -TSP; the effect of

introducing TSP on the relative risk associated with sulfur dioxide is shown on the right and

lahelled +TSP.
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ABSTRACT

Earlier investigators have found that in the city of Phila-
delphia there exists an association between daily levels of
particulate matter and mortality (Schwartz and Dockery, 1892a). To
more fully explore this result, we have analyzed the daily mor-
tality data in Philadelphia using a host of independent variables
including air quality indicators such as TSP, SO,, and 0,5, and
weather factors such as temperature, humidity, barometric pressure,
and precipitation for the years 1973-1990. A wide variety of
appropriate statistical models were applied to the data, including
Poisson, multiple, and autoregression models. Our major findings
on the association between mortality and daily pollution levels are
that: (1) the estimates of this association are related to the
selection of the type of statistical model and the variables in-
cluded in the model; and (2) this relationship differs across age

Aenns.ranses nf deagh. and seasons of the vear. These results
———

between air quality and mortality.



INTRODUCTION

Several studies have examined the association between daily
mortality and air pollution in a host of cities across the United
states and Europe (e.g. Wyzga, 1978; Ostro, 1984; Hatzakis et al.,

1986; Ozkaynak and Thurston, 1987; Shumway et al., 1988; Fairley,
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and 1993; Schwartz and Dockery, 1992a and 1992b; and Pope et al.,
1992.) The studies have differed by the data considered in the

analysis as well as by the statistical models used to examine the

data.

- -

For example, some studies considered a full complement of air
quality variables, whereas others just took into account a single
air pollutant such as total suspended particulates. Also some
studies examined only total deaths, whereas others locked at
specific causes of death, paying particular attention to those more
likely to be associated with air pollution such as chronic obstruc-
tive pulmonary disease, cardiovascular disease, and lung cancer.
In addition, some studies used multiple linear regression models,
others used Poisson models, still others used autoregression

models, etc.



Philadelphia was analyzed because: (1) the city has a large enough
count of daily deaths for a meaningful daily mortality analysis,
and (2) daily data on particulate matter and other critical

pollutants are available for analysis from sources such as EPA.

Other investigators who have analyzed Philadelphia data are
Wyzga (1978) and Schwartz and Dockery (1992a). Our analysis of the
Philadelphia data differs from these earlier analyses in several
ways. First, we consider a greater number of years of data. Wyzga
analyzed the data from 1957 to 1966, and Schwartz and Dockery from
1973 to 1980, as compafed to our analysis which considers the data
from 1973 to 1990. Also our analysis examines a greater complement
of variables. Schwartz and Dockery examined sulfur dioxide and
particulate matter; Wyzga looked at only average coefficient of
haze (COH). As stated above, we investigated sulfur dioxide,
ozone, and particulate matter. Finally, we subjected the data to
a larger battery of statistical analyses than were applied by
previous investigators in the literature. Wyzga analyzed the data
using a regression model; Schwartz and Dockery used the Poisson

model.
DATA
Data on mortality which included the age, the race, and the

gender of the descendant and the place of death, the date of death,

and the cause of death by ICD code (International Classification of
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Diseases, Revision 9) were obtained for the years 1973 to 1990 from
the Depa:tment of Health in the Commonwealth of Pennsylvania. For
further analysis, the data were broken down by age (65 and older,
and under 65), and by the following disease categories: cancer
(ICD9 140-208), chronic obstructive pulmonary disease (COPD) (ICDS
490-496), cardiovascular disease (CVD) (ICD9 390-448), pneumonia
(ICD9 480-486 and 507), and other diseases. Accidental deaths

(ICDS 2800) were excluded from all analyses.

Weather data, which included maximum daily temperature (mxtp)
(1973-1950) , minimum temperature (tmin) (1973-1990), mean tempera-
ture (mntp) (1984-1990), daily precipitation -- rainfall and melted
frozen precipitation (prcp) (1973-1990), average daily dewpoint
(dewp) (1973-1990), barometric pressure (pres) (1973-1990), minimum
relative humidity (1984-1990), maximum relative humidity (1984-
1990), and average relative humidity (mnhumid) (1973-1983) were
obtained from the National Climatic Data Center, Asheville, North
Carolina. The nissing years of data on mean temperature (1973~
1983) did not pose a problem because this variable was not used in
any of our main analyses; it was considered only when replicating
the works of others. The missing data on mean humidity (i.e. from

1984-1990) were i ed h veracinag the dajlv maximum minimum




included: daily SO, (part of 1973, 1974-1990), daily 05 (part of
1973, 1974-1990), and total suspended particulates (TSP) (1973~

1990). The few days for which there were missing data werev
excluded from the analysis. The distributions of TSP, SO,, O,,
maximum temperature, mean humid, dewpoint, and daily mortality by
age are summarized in Table 1. Distributions of daily mortality by
cause of death are given in Table 2. The correlations among daily
mortality for people 65 and older, previous day's air pollutants,

and previous day's weather factors are given in Table 3.

Several observations can be made from examining the distribu-
tions of the variables in the study (Table 1). To begin with, the
levels of particulate matter in Philadelphia probably were in
compliance with or close to attainment of the National Ambient Air
Quality Standards for particulate matter. The 95 percentile level
of TSP levels was 120 upg/m?, which is well below the annual
National Ambient Air Quality Standard of 260 ug/m® up until 1987.
Furthermore, a more detailed examination of the data shows that
almost all of the higher levels in the study came from the period
of the 1970s. For example, the number of days with TSP levels over
150 ug/m3 is 33 from 1973-1974, 29 from 1975-1979, and only 5 from

1980-1990.
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Another item to observe is that the daily mortality levels in
Philadelphia are not distributed according to the Poisson distribu-
tion, an important point because several investigators have based
their analyses on the validity of this assumption. If the data are
Poisson distributed, then the variance of the distribution should
equal the mean. For the Philadelphia data, this does not seem to
be the case for individuals 65 and older with the variance of daily

deaths equaling 51 (7.132, Table 1) as compared to a mean of 35.

Likewise, for individuals under 65, the variance is 25 compared to

R ———————————————————————————

. e ————

It should also be observed that there were many days in which
there were no deaths due to chronic obstructive pulmonary disease
and pneumonia (Table 2). For this reason, in examining these data
we used a square root transformation instead of a logarithmic
transformation in some of our analyses using the Poisson model.
(For a more complete discussion of models used in the analysis, see

below) .

Much can also be gleaned from a correlation analysis of the

data (Table 3). To begin with, some weather variables were more
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For example, the correlation between maximum temperature and

mortality was -0.28 compared to 0.05 which was the correlation
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The problem of separating out the pollution effects from the
weather effects was further complicated by the fact that some
weather Qariables were highly correlated with each other as well as
with pollutant variables. For instance, maximum temperature and
dewpoint were correlated at the 0.92 level; dewpoint and mean
humidity at the 0.54 level; TSP and maximum temperature at 0.26;

and ozone with maximum temperature at 0.64.

Finally, the three pollutants considered in the study were
also highly correlated with each other. TSP and sulfur dioxide
were correlated at the 0.57 level; ozone and sulfur dioxide were
correlated at the -0.26 level; and ozone and TSP at 0.18. All of

these levels were significant at the .01 level or lower.

METHODS

Several statistical models exist for analyzing the association
between daily mortality and air pollution. Ostro (1984) and Kinney
and Ozkaynak (1991) applied a regression model to deviations of
moving averages of daily mortality. Hatzakis et al. (1986) used a
trigonometric model first to fit the monthly average daily mor-
tality, and used a regression model on the residuals. Shumway et
al. (1988) used a regression model on total mortality and a non-
linear regression on smoothed mortality. Fairley (1990) used the
Poisson-sqguare root regression models on daily mortality. Finally,

Schwartz (1991, 1993), Schwartz and Dockery (1992a,b), Dockery et
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a logarithmic transformation and a square root transformation. To
adjust for additional time trends in the data, we used deviations
from moving averages (7, 15, and 29 days), deviations from averages

of that day of the year, and deviations from trigonometric curves.

In the model, the current and previous day's pollutant
variables and several weather variables (such as temperature, dew-
point, and relative humidity) were always considered to be
continuous. On the other hand, following the lead of other in-
vestigators (e.g. Schwartz and Dockery), we defined the indicated
variables such as "cold day," days in which the maximum temperature
was in the lower 5% percentile (or less than 31 degrees; see Table
1). "“Hot days," "humid days," and "hot-humid days" were defined in
a similar manner. Other indicated variables were year, which was
incorporated to adjust for long-term changes in daily mortality,
and season. In some analyses a continuous variable -- "day of
year" -- was used to adjust for time trends within a year. The

data were also stratified by season and analyzed separately.

Lastly, following the 1lead of previous studies, in some
analyses the average of two days' air quality was used, and in
other analyses just the previous day's levels were considered.
Instead of using "barometric pressure" as a variable directly, the
increase (or decrease) in barometric pressure from the previous day
(6-barometric) was used because the §-barometric pressure, which is

significant in many models, was found to be more highly correlated
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with daily deaths than the individual daily pressure values
themselves. For the same reason, we used the difference in pre-

cipitation.

FINDINGS

The Influence of Season

The significance of the association between pollutants and
mortality varied by age, by season, and by the number of pollutants
in the model. The results from the Poisson regression with loga-
rithm transformation analysis for the group 65 and older and for
the group under 65 are given in Table 5. For the group 65 and
older, the t-value of TSP ranged from -0.02 (in winter, when TSP
and SO, are incorporated into the model) to 2.83 (alsoc in winter),
(see Table 5). TSP was a statistically significant predictor of
mortality only in the winter and only in a model where no other

pollutants were considered; the associated coefficient is 0.0005.

Regarding the other seasons, there is no indication of a TSP
effect. The t-values in the summer ranged from 0.48 to 1.72; in
the spring from 0.60 to 0.98; and in the fall from 0.93 to 0.99.
TSP was never a significant predictor of mortality in the under-65
age group. Similarly, there was much variation in the predictive

power of other pollutants in the seasonal analyses.
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Analysis by Cause of Death

Totél suspended particulates (TSP) was never a statistically
significant predictor of mortality in any of our analyses by cause
of death (Table 6). In the analysis of individuals 65 and older,
the t-values of TSP were always positive for cancer and pneumonia;
the t-values of TSP for CVD were consistently negative; and the
t-values of TSP for COPD were mixed. The t-value of TSP for COPD
was positive in the models where two or more pollutants were
considered, but it was negative in the model where TSP alone was
analyzed. In the analysis of the under-65 age group, the t-values
of TSP for pneumconia and other disease were always negative, and

the t-values of TSP for cancer, CVD, and COPD were mixed.
Averaging Time Considered in the Analysis

Different investigators have used different pollution level
averaging assumptions. For example, in Schwartz (1991) daily
mortality was compared to previous day's pollution levels; in
Schwartz and Dockery (1992a) the mean of pollution in the previous
day and the current day was used as the indicator; in Schwartz
(1993) the mean of the current and the previous two days was used;
in Pope et al. (1992) the mean of the current day and the previous
four days was used. In our analysis of the data, we looked at the

average from 1 to 4 days (Table 7).
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In the analysis, the coefficients and their associated
t~values are highest in the model using the mean of two days as the
indicatof. In the analysis where two days' weather is incorpor-
ated, the t-value of TSP is 2.21, 1.31 in the one-day analysis, and
0.38 or 1.02 in the three-day analyses. In addition, the t-values
are also much higher in the two-day analysis even when one or two
pollutants are considered. We do not know which pollutant
averaging time is most desirable, but it is important to consider

averaging time when comparing results across studies.
The Influence of Statistical Models

As we discussed earlier, a host of statistical models were
applied to the data (Table 4). Also, three sets of analyses were
examined: TSP, SO,, and 05 were incorporated into the model; TSP
and SO, were used; and TSP alone was considered. The resulting
t-values from these analyses (in the case where two days' weather
variables were incorporated into the model) are given in Table 8
(65 and older) and Table 9 (under 65). Analyses of these tables

show that:
1. The significance of ‘a pollutant predictor of daily mortality

changes from model to model. For example, in the group 65 and

older, the t-value of TSP varies from 0.1 to 6.6.
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2. In the models containing TSP only, the t-value of TSP is much
higher than that in the models containing TSP and SO,, or TSP;
80,5, and 0; simultaneously. This phenomenon occurs because
all pollutants are strongly confounded. When TSP, SO,, and 05
are analyzed simultaneously, the association between the mor-
tality and TSP is generally not significant.

3. In the analyses of the group 65 and older where TSP is the
only pollutant, TSP is significant in most cases. This may be
due to the fact that TSP is highly correlated with other
pollutants.

4. When all three pollutants are in the model, the significance
of O3 is stronger than that of SO,, and the significance of
SO, is stronger than that of TSP.

5. When O, is excluded from the model, the significance of TSP is
stronger than that of SO, in some cases, and weaker in others.

6. In the under-65 group, the effects of pollutants are much less

significant, and in many cases they are negative.

It should be observed that the models employed had relatively

= S amtndeam mmrreass —m demddevi- Lo dles TME. dlr e RLL nbcci aB A
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multiple determination. This statistic measures the proportion of
the reduction of total variance in daily mortality by applying a

regression model.






analysis of eighteen years of Philadelphia data, the results varied
by season, the cause of death, the number of pollutants in the
model, tﬁe model used to analyze the data, and whether or not
interactions between pollution variables and weather were con-

sidered.

Even in the models with the greatest explanatory power, 18% of
variations in daily mortality could be explained, with weather
variables and seasonality being the strongest predictors. In
analyses using weather alone, about 14% of variations in daily
mortality could be explained, but in models using pollution alone,
less than 5% could be explained. Also in a two-stage analysis
where weather variables are forced into the model and pollution is
left to explain the residual, pollution accounts for less than 1%

of the variation.

Further complicating the issue is the fact that the pollution
variables and the weather variables are all highly correlated with
each other, making it difficult to separate out the effect of one
pollution variable from another and the effect of weather from
pollution. Thus it is difficult to say with any degree of cer-
tainty whether those significant associations between TSP and daily
mortality observed in our analyses are real or surrogate behavior

for some other pollutants or weather variables.
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Second, the analysis by season showed no consistent signifi-
cant association between TSP and mortality. For older people
(i.e., 65+), this relationship was significant only in winter in
the case where other pollutants were not considered in the
equation. In contrast, for younger people (i.e., under 65), the
relationship was significant only in the spring in the case where
other pollutants were not considered. In both cases (i.e., for
older and younger subjects), TSP was insignificant where more than

one pollutant was taken into account.

Third, analyses broken down by causes of death indicate that
if anything, TSP is negatively correlated with CVD (for the 65 and
older group), the disease category with the greatest number of
deaths in our analysis. In addition, TSP is negatively correlated
with other causes of death, but the associations are never statis-
tically significant. Caution should be followed in overinterpret-
ing the death by cause results because cause of death data are
ultimately based on death certificates -- information that can be

notoriously misleading.

In summation, a comprehensive analysis of the Philadelphia
data does not point to a clear association between daily mortality
and particulate matter or to any other pollutant. For almost every

result suggesting a positive association between particulate levels
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and daily mortality, there are negative or nonsignificant results
pointing the other way. It would therefore be incorrect to con-
clude frém a single regression analysis of the Philadelphia data
that "X" number of deaths can be assigned to each incremental

increase of particulate matter (or any other type of pollutant).

Our analysis also raises some important issues regarding the
appropriate methods for analyzing air pollution daily mortality
data in the future. First, a determination should be made about
the most desirable method for analyzing such data. Following the
lead of others, we have used Poisson models, regression models, and
autoregressive models, and arrived at results ranging from positive
to negative associations. Each of the models that we used has its
strengths and weaknesses. In the future, more work should be done
to develop optimum models for analyzing mortality data and new

approaches should be explored.

Seccnd, a determination should be made about the number of
days of pollution and weather measurements to be taken into account
in the analysis. As was shown in Table 8, the significance of the
predictive power of TSP on mortality is highly dependent on the

number of pollution days in the model.
Our analyses clearly indicate that results are data- and

model-dependent. Moreover, it is unclear which statistical model

generates the most definitive results. Results vary by the model
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choice, pollution variable choice, season, and cause. A simple
conclusion on the association between daily mortality and air

pollution based on a specified model might be biased.
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SEASON

Fall

Winter
Spring
Summer

Fall

Winter
Spring
Sumner

Fall

Winter
Spring
Summer

THE t-VALUES® IN THE SEASONAL ANALYSIS

MODEL: POISSON-LOG

TABLE 5

FACTORS: YEAR, DAY OF SEASON, TWO DAYS' WEATHER

AGE

65

TSP SO, 0, o
0.99 0.49 1.29

0.05 2.55 0.92

0.60 0.84 2.73

0.48  =0.53 2.67

V.93 7 0.45
-0.02 2.68
0.51 0.58
1.58 -0.94

1.19
2.83
0.98
1.72

<65

TSP SO, 0,
-1.16  2.75  =0.15
0.65 0.45 0.00
0.76  -0.26  =0.38
0.05 2.56  -0.34
-0.76  2.09

0.01 1.02

0.77  -0.23

0.79 1.92

0.68

0.96

2.04

1.89

* All t-values in this analysis could be considered subject to
standard normal distribution because the degree of freedom is

higher than thousands.
** Blank means the pollution is not considered in the model.
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TABLE 6

THE t-VALUES OF POLLUTANTS IN THE ANALYSIS BY CAUSE
MODEL: POISSON-SQUARE ROOT
FACTORS: YEAR, DAY OF SEASON, TWO DAYS' WEATHER

AGE

>65 <65
CAUSE TSP SO, 0, ek TSP SO, 04
Cancer 0.67 -0.73 0.20 -0.88 1.36 1.79
CVD -1.74 1.73 3.97 -0.46 1.37 2.32
Pneumonia 0.88 -0.40 0.65 -1.19 1.44 -0.03
COPD 0.08 -0.64 0.06 0.14 -0.69 -1.62
Other -0.07 1.82 1.45 -0.56 -0.18 1.21
Cancer 0.93 -1.06 -0.48 0.76
CVD -0.74 0.56 0.12 0.65
Pneumonia 0.61 0.53 -1.18 1.41
COPD 0.23 -0.66 -0.07 -0.63
Other -0.04 1.53 -0.60 0.05
Cancer 0.3¢9 0.14
cvD -0.24 1.36
Pneumonia 1.12 -0.82
cOoPD -0.37 -0.65
Other 0.89% -0.36

* All t-values in this analysis could be considered subject to
standard normal distribution because the degree of freedom is
higher than thousands.

x*% Blank means the pollution is not considered in the model.
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ABSTRACT
Several recent studies have reported statistically significant and quantitatively

sim I‘Iar_asrsqéi atinps hetween dailv martalitv and PMin or TSP, These resulis have

T

raised questions of biological plausibility, as well as questions regarding the statistical
methods employed, which are relatively new and not widely understood. The present
paper evaluates the sensitivity of mortality/PMjg results to a range of statistical
methods in a newly developed data set from Los Angeles county for the period 1985-
1990. Data reported here include total daily deaths (excluding accidents and suicides),
24-hr average PMy, daily 1-hr maximum O3 and carbon monoxide, maximum daily
temperature, and mean daily relative humidity. Analyses reported here were limited to
the subset of days on which PMjg data were available (every 6th day). Several
alternative methods.for addressing each of four issues were explored in this data set.
These four issues were: cyclic data variations, weather influences, other air pollutants,
and the distribution of residuals. The associations between mortality and PMjg
concentrations, measured as relative risks associated with a 100 pg/ms3 increase in

PM 0, were only mildly sensitive to the alternative statistical methods. In particular, no
difference was observed between the results of ordinary least squares and Poisson
models. We observed a relative risk of about 1.05, which is similar to, but somewhat
smaller than, the mortality /PMjg relative risks reported in recent studies. These new
results add to the growing body of data suggesting that current levels of airborne

particulate matter may contribute to excess deaths in the US.
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INTRODUCTION

There have been several studies published since 1990 that have reported
statistically significant and quantitatively similar associations between daily numbers of
deaths and gravimetric particulate matter concentrations, either PM1q (mass
concentrations of particles with aerodynamic diameters less than 10 um) or TSP (total
suspended particulate mass concentration), in metropolitan areas (Schwartz, 1991;
Schwartz and Dockery, 1992a, 1992b; Dockery, Schwartz, and Spengler, 1992; Pope,
Schwartz, and Ransom, 1992; Schwartz, 1993). It is remarkable that consistent results .
have been obtained in diverse cities that vary in population, weather patterns, and
levels of co-pollutants. The quantitative consistency of the reported associations, and
their coherence with epidemiologic studies of morbidity outcomes, have led Schwartz
to conclude that the effects of low-level airborne particle exposures on mortality are
likely to be causal (Schwartz, 1993).

This body of results has been viewed by many with skepticism. Primary among
the concerns raised has been the lack of biological plausibility. It is difficult to
understand how a 10 pg/m3 increase in PMyg levels could result in about a 1% increase
in daily deaths in a city, as would be implied from the data. Further, there are no
animal toxicology data for particulate matter that suggest significant biological
mechanisms that could account for health effects at the low levels of exposure
encountered in the population-based studies. The other principal concern has been that
the results might be due to an artifact of the complex and specialized statistical methods
utilized in most of the recent literature on this topic.

Time series studies of daily mortality and air pollution use a variety of complex
statistical methods designed to address the spécial character of serial data. Because
many of the statistical methods employed are relatively new and specialized, they are
fully understood by few analysts and even fewer users of time-series results. In

addition, there is currently no firm consensus among analysts as to which statistical
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approaches are most valid for the analysis of the effects of environmental factors on
daily mortality. A general discussion of these issues is presented elsewhere in this
volume (Thurston and Kinney, 1994).

There are four hroad issues that arise in the analysis of multi-vear records of

daily time-series data. The first is the need to control for cyclic data variations. Itis
usually the case that a substantial part of the variability over time in mortality counts,
air pollution concentrations, and weather variables is related to temporal cycles, the
most significant being the cycle of the seasons. Mortality rates in the US. are always

highest in the winter and lowest in the summer. Air pollutant concentrations may peak
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atmospheric transformation processes. These cycles, if not addressed somehow in the
analysis, can lead to biases in estimating the relationship between mortality and air
pollution.

A second issue is the role of weather as an independent cause of death. It is
generally agreed that heat spells and cold snaps can kill people, but the forms of the
functional relationships are not well understood. Furthermore, weather and air
pollution concentrations are usually related. As a result, the manner in which
temperature is modeled will usually affect the mortality /pollution effect estimates.
Both lack of control and over-control may yield biased pollution estimates, though in
different directions.

A third, and related, issue is the complexity of the pollution exposures.
Particulate matter is not the only air pollutant that may influence mortality. Past
studies have implicated other pollutants, including ozone (O3) and carbon monoxide
(CO) (Kihney and Ozkaynak, 1991; Hexter and Goldsmith, 1971), two pollutants with
extensive research bases supporting biologic plausibility as well. Because of this, and
because of the correlations among pollutants, the estimated particulate matter effect

may vary depending on which other pollutants are included in the model.



A final issue relates to the distribution of the residual variability in mortality that
remains after the model is fit. Because death is a discrete event, daily mortality counts.
will tend to have a Poisson distribution rather than the normal Gaussian distribution
that is assumed in most standard analyses. It has been argued that methods which
assume Poisson residuals are therefore necessary (Schwartz, 1993). On the other hand,
when the mean is large, a Poisson process will be nearly Gaussian. It is not yet clear
how much difference this issue makes in practice.

This paper evaluates the sensitivity of mortality/PMjg relationships over a range
of statistical approaches to the four issues introduced above. Rather than attempting to
dictate the single, most valid set of methods, we pose the question, “how much
difference does it make to the results when the full range of commonly used methods
are tested”? The sensitivity analysis was performed using data from Los Angeles
county for the period 1985-1990, the period during which PMjg data first became

available.

METHODS

Daily counts of total deaths which occurred in Los Angeles County in the period
January 1, 1985 to December 31, 1990 were obtained from National Center for Health
Statistics death certificate tapes. Deaths due to accidents and suicides and non-resident
deaths were excluded from the total counts, yielding the daily death count variable
used in the analyses reported here. PMjg, O3, and CO data collected in Los Angeles
county were obtained in digital form from the US. Environmental Protection Agency’s
Aerometric Information and Retrieval System (AIRS). 24-hr average PMjo
concentrations, collected every 6 days, were taken from 4 monitoring sites. Daily
maximum 1-hr O3 and CO levels were obtained from 8 sites each. The multiple site
data for each pollutant were averaged after filling missing values using a multiple

regression algorithm. Missing values that were filled in this way represented 7%, 3%,
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and 5% of the total numbers of observations for PMyg, O3, and CO, respectively. The
resulting county-wide mean time-series were the pollution variables used in all
analyses. Méteorological data (maximum daily temperature and mean daily relative
humidity) collected at Los Angeles International Airport were obtained from the
National Climatic Center. The analyses reported here were focused on evaluating the
sensitivity of mortality/PM;jg associations to a range of analytical methods. We
therefore restricted our attention to the subset of days on which PM1g was monitored
(N=364). Exploratory cross-correlation analysis indicated that the mortality /PMjg
correlation was greatest on the same day; thus, same-day PMjg was used in all the

present analyses. The one-day lag of O3 was used based on previous analysis of a 10-
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Several methods aimed at controlling for temporal cycles were evaluated:
regression with dummy (i.e., indicator) variables for seasons as covariates; restricting
analysis to data from a particular season (i.e., winter or summer); regression with sine
and cosine functions of time included as covariates (two levels of control were

evaluated: the first used 4 sine and cosine waves, with periods of 1 month, 6 months, 1

year, and 2 years; the second used 10 sine and cosine waves, with periods of 1 month, 2
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cycles, positive autocorrelation among residuals is likely, yielding a DW statistic
between 0 and 2.

The subtraction of a multi-day (e.g., 15-day) moving average from each data
point prior to analysis has been used to remove cyclic influences in some previous
studies. We were not able evaluate this “pre-filtering” method, because the available
PM data were restricted to every 6th day. Each of the sensitivity analyses utilized a
basic model that involved regressing In(mortality) on same-day PM1g, temperature, and

relative humidity.

The sensitivity of PMjg results to two levels of control for temperature and

and relative humidity as covariates along with PMjqo. The second model followed the
two-stage approach described by Schwartz (1993), in which a set of several weather
variables were first tested for association with mortality in a multiple regression model.
Weather variables considered included same-day and up to 3-day lags of temperature,
relative humidity, and indicator variables for hot days, humid days, and hot and humid
days. Those weather variables with moderate associations with mortality (regression t-
ratio equal to or greater than 1) were included as covariates in a model that regressed
In(mortality) on same-day PMjp and 10 sine/cosine functions for control of cycles.

To evaluate the sensitivity of PMjg results to inclusion of other pollutants in the
model, regressions were run that tested the effects of O3 (lagged one day) and CO alone,
and in combination with PM1g, as predictors of In(mortality). Each regression model
included same day weather control and 10 sine/cosine functions.

The final sensitivity analyses examined the influence of alternative assumptions
about the residual distribution and functional form. Three models were compared:
ordinary least squares (linear regression of mortality on one or more predictor
variables), log-linear analysis (linear regression of the natural logarithm of mortality on

one or more predictor variables), and Poisson regression (this assumes the same



functional form as the log-linear model, but with Poisson, rather than normally,

distributed residuals). OLS and log-linear regressions were carried out using the GLM

nrocedure of the Statistical Analysis Svstem software vackage (SAS Institute, Cary,

Results from each of the analyses described above are reported in both tabular
and graphical forms as relative risks and 95% confidence intervals. To be consistent
with recent literature, PM1g relative risks were computed for a 100 pg/ m?3 increase in

PMjg. Note that 100 pg/m3 represents the upper 95th percentile of PMjg concentrations



sine and cosine variables gave somewhat larger PM g relative risks. There was some
indication from these latter results that the mortality /PM g association was stronger in
summer than in winter. As a whole, however, the PMjg relative risks exhibited a
substantial consistency across a range of alternative methods aimed at controlling the
cyclic behavior of the data.

Among the cyclic control methods we explored, three yielded DW statistics
above 1.8: the model that included 10 sine and cosine variables, and the two models
restricted to the summer season. On the basis of these results, we chose to employ the
10 sine/cosine model as the basic approach for cyclic control in all the models discussed
below.

Regressions with varying levels of control for temperature and relative humidity
(none; same-day; extensive lagged variables) all yielded similar results (Table 1 and
Figure 2), although the PMg relative risk, and statistical significance, was reduced
somewhat with the more extensive weather controls.

Regression models that included alternative pollutants (PMyg, lag 1 O3, or CO)
all yielded significant (or nearly so) relative risks for the individual pollutants (Table 1
and Figure 3). In bivariate regressions (i.e., regressions including PM1g and one cther
pollutant), results were more variable. With both PMjg and O3 in the model, the PMjp
relative risk was essentially unchanged (RR=1.05), while the O3 relative risk dropped to
one. This suggests that the O3 effect on mortality, if any, is weaker than that of PM 1.
The correlation of the slope estimates for O3 and PMjg was -0.5, indicating a substantial
collinearity in these two pollutants when included simultaneously in the model. In
contrast to the situation for O3, the relative risks for both PM1g and CO dropped
somewhat when both were included in the model, suggesting a similar strength of
association with mortality for the two pollutants. There was a moderate collinearity in

the slope estimates for these two pollutants (slope correlation = -0.4). Overall, the range
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of PMj relative risks observed in these alternative models (1.03 - 1.05) again
demonstrated a rather mild degree of sensitivity.

Finaliy, we evaluated the sensitivity of mortality/PM;g associations under
differing assumptions about functional form and residual distributions (Table 1 and
Figure 4). Three approaches were used: ordinary least squares (assumes a linear
relationship and normally distributed errors with constant variance), log-linear
regression (assumes an upward curving relationship between mortality and PMjg and
normally distributed errors with variance that increases in proportion to level of
mortality), and Poisson regression (same assumptions as log-linear except that errors
are assumed to be Poisson distributed). No difference was observed in the PMjg

relative risks from the three models.

DISCUSSION AND CONCLUSIONS

We have evaluated the sensitivity of daily mortality/PM1g associations to a
range of analytical methods in a newly developed 6-year data set from Los Angeles
county. We found that the estimated proportional increase in daily mortality associated
with a 100 ug/m3 increase in PMjp concentration (or relative risk) fell generally
between 1.03 and 1.05, regardless of the method used. These results indicate that
sensitivity to methods was low in this data set.

These results for Los Angeles represent the first independent confirmation of the
mortality / particulate matter associations reported for PMjg and TSP in the recent series
of papers by Schwartz and colleagues. The PMjg relative risk (RR) we obtained for Los
Angeles (1.05) is somewhat smaller than those reported previously in Utah Valley
(RR=1.16) by Pope and colleagues (1992), St. Louis, MO (RR=1.16) by Dockery and
colleagues (1992), and Birmingham, AL (RR=1.11) by Schwartz (1993). Two of those
studies used multi-day averages of PMjg as the exposure metric, which may have

yielded a larger effect by picking up both same-day and lagged PMjg effects. We were
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unable to evaluate multi-day averages because of the limitations imposed by every-

sixth-day measyrement nf PMia in [.os Anceles. It is also nossible that the lower RR in

relatively large ratio of primary to secondary particles.

It should be noted that the PM g relative risks we estimated were often not
statistically significant at the 0.05 level (i.e., the 95% confidence intervals often included
unity). Non-significance tended to occur when statistical power was reduced by
including several explanatory variables simultaneously in the models or when the data
set was reduced in size for seasonal analysis. Note, however, that for the “basic” model
that included PMjy, 10 sine/cosine waves for seasonal control, and same day
temperature and relative humidity for weather control, a statistically significant relative
risk of 1.05 was obtained (p=0.04). The data set analyzed in this paper (N=364) appears
to be of borderline size for detecting statistically significant relations between mortality
and PMjg in Los Angeles County.

The generalizability of the sensitivity results presented here is not yet known.
The data set was relatively small (N=364), and this was the first reported time-series
analysis based solely on PMjg data collected every 6th day. In addition, it is possible
that sensitivity to weather covariates in Los Angeles may be lower than would be seen
in other climates where more pronounced swings in temperature are experienced (e.g.,
Chicago). On the other hand, recent sensitivity analyses carried out using daily time-
series data from the Utah Valley (Pope, Schwartz, and Ransom, 1992) and Birmingham,

AL (Schwartz, 1993) have indicated a similar degree of insensitivity to methods.



and O3 slope estimates (-0.5) indicates that the two variables were not independent in
this data set. Definitive conclusions regarding a possible role of O3 in daily mortality
can not be drawn from this small data set, nor from the existing literature. Among the
several studies that have analyzed mortality in relation to O3, two have reported no
associations in Detroit, St. Louis, and Kingston/Harriman, TN (Schwartz, 1991;
Dockery, Schwartz, and Spengler, 1992) and two have reported significant associations
in Los Angeles and New York City (Kinney and Ozkaynak, 1991, 1992).

Results of the present study indicated that CO had an independent association
with mortality that was of similar strength to that of PMjg. Kinney and Ozkaynak
(1992) reported strong associations involving CO in an analysis of a 10-year Los Angeles
county data set. They also noted that there were high correlations between CO,
nitrogen dioxide, and km (a filter tape soiling measure similar to British Smoke), all of

which were likelv tn he markers for primary matar vehicle vellution in Los Angeles.

Again, multi-pollutant analyses using larger data sets will be needed before more
definitive conclusions can be drawn about the relative roles of PM1g and CO as
predictors of daily mortality.

These new results for Los Angeles County, taken together with other recently
published time-series analyses, support the view that particulate matter air pollution
may contribute to excess deaths in the US. The challenges facing researchers in the
future will be to develop a better understanding of the mechanisms by which this
phenomenon is occurring and to more fully sort out the respective influences of PMjg,
other pollutants, and weather in the epidemiologic associations. These issues are the

subject of ongoing work at our Institute.
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Table 1. Descriptive Statistics, Overall and by Season
Period ~ Statistic Deaths PMio O3 CO T RH
(perday) (ug/m?) (ppb) (ppm) (Deg.F) (%)
All Mean 153 58 70 4.7 70 70
Std. Dev. 20 23 41 2.9 7 16
Range 113-224 15-177  3-201  1-13  54-98 14-97
Nov-Feb  Mean 169 61 36 7.4 67 63
Std. Dev. 20 29 20 27 7 20
Range 132-224 15-177  3-100  2-13  54-88 14-97
Jun-Sep Mean 143 60 101 28 73 77
Std. Dev. | 12 18 37 1.5 4 8
Range- 116-179 20-116  21-201  1-8 63-87 49-90
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Table 2. Results of Sensitivity Analysis

Methodological Method PMyo 95%
Issue Relative Confidence
Risk  Interval
Temporal Cycles  no control 1.09 1.03-1.15
seasonal dummies 1.04 .99-1.09
4 sine/cosine waves 1.04 99-1.09
10 sine/cosine waves 1.05 1.00-1.11
winter only 1.03 95-1.11
summer only 1.06 96-1.15
winter + 4 sine/cosine 1.04 96-1.12
summer + 4 sine/cosine 1.10 1.00-1.21
Weather no control 1.05 1.00-1.10
temp. + RH 1.05 1.00-1.11
extensive weather model 1.04 .99-1.08
Other Pollutants PM1p only 1.05 1.00-1.11
O3 only 1.02a 1.00-1.05
CO only 1.07b 1.01-1.13
PMjo + O3/ PMyp 1.05 1.00-1.11
PM1g+03/ 03 1.00a .94-1.06
PMjp + CO / PMyp 1.04 .98-1.09
PM10+CO /CO 1.05b 99-1.12
Model Type OLS 1.05 1.00-1.10
log/linear 1.05 1.00-1.11
Poisson 1.05 1.00-1.10

a Relative risk for Os.
b Relative risk for CO.
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Figure 1. PMjg relative risks and 95% confidence intervals obtained with alternative

methods to control for temporal cycles. All models included same-day temperature and

relative humidity as covariates. Relative risks were computed for a 100 pg/m3 increase

in PM1g concentration.
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Figure 2. PMj relative risks and 95% confidence intervals obtained with varying levels

of weather controls. All models included 10 sine/ cosine functions as covariates.

Relative risks were computed for a 100 rg/m3 increase in PMyg concentration.
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univariate and bivariate regressions with mortality. All models included same-day
temperature and relative humidity, and 10 sine/cosine functions as covariates. Relative
risks were computed for a 100 ug/m3 increase in PMg concentration, a 143 ppb

increase in O3 concentration, and a 10 ppm increase in CO concentration.
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Figure 4. PM relative risks and 95% confidence intervals obtained with alternative

regression models. All models included same-day temperature and relative humidity,
and 10 sine/cosine functions as covariates. Relative risks were computed for a 100

ng/m3 increase in PMjg concentration,
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Abstract

Studies of community air pollution must deal with a complex mixture of substances, for
which the available data on concentrations and their distributions vary greatly in completeness
and accuracy. The monitoring database available for some pollutants (such as suspended par-
ticulate matter) far exceeds that available for others (such as carbon monoxide or nitrogen
dioxide) in terms of spatial and temporal coverage. Little or no routine monitoring data are
available on aeroallergens or on particles classified by size and chemistry, for example. In addi-
tion, the relationships between outdoor air concentrations and personal exposures vary by
chemical species. This paper addresses the concern that the availability and quality of observed
data may limit the validity of the conclusions that can be derived from retrospective studies.

The basic assumptions of multiple regression analysis, the statistical tool most commonly
used to study the effects of air quality on health, are reviewed. We show by data simulation
and by numerical experiments with mortality and air quality data from Philadelphia that dif-
ferences in the reliability of exposure estimates can be critical in the implied relationships be-
tween correlated variables in multiple (joint) regressions. Further, measurement error obscures
the true degree of collinearity that may actually be present. Finally, we consider how nonlinear
transformations can affect judgments about the relative importance of the variables considered.
While models based on linear pollution relationships may be facile and may be convenient in
characterizing effects, we have no assurance that they are in fact correct. Resolution of these
issues will require better population-based air quality monitoring data as well as laboratory
studies appropriate to characterizing the nature of the implied biological responses to the mix-
tures and concentrations that currently comprise community air quality.

- —— -
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INTRODUCTION

Background. The observational or "ecological” epidemiological study is one study design that
can be used to study irreversible endpoints such as mortality or hospitalization. At current air
quality levels in the United States, even the severest air pollution health effects are considered
"weak" from a statistical perspective (Wynder, 1987), because they generally involve individual
risk ratios less than 1.5. Thus, strict adherence to statistical requirements is required in order
to derive even valid qualitative conclusions. However, because large populations may be ex-
posed to the risks associated with community air pollution, the findings of such observational
studies may be important from the perspectives of public health and environmental policy.
Obs;rvatior:al studies are intended to deduce relationships between population health
responses and environmental characteristics. There are often two inter-related objectives: to
identify associations between specific diseases and specific agents, and to define the concomitant
dose-response functions and/or "safe” concentration levels. "Safe" levels may be used to estab-
lish ambient air quality standards, and dose-response functions are needed to estimate the
economic or health benefits that might accrue from new policies to control emissions. In
general, there is no longer interest in a study outcome that only shows that air pollution may be
harmful to health." Such harm has been unequivocably established by the air pollution episodes
of past decades (Lipfert, 1994a) and by the many laboratory experiments that have followed.
Current interest centers on the details of relationships between air pollution and biological
responses; this requires separating the effects of collinear pollutants and determining the func-

tional forms of dose-response functions, including whether no-effect thresholds are present. At

the risk of pedantry, we first review some of the fundamental concepts involved in deducing
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such relationships from experimental data. Much of the following material and notation follows

that of Snedecor and Cochran (1967).

METHODOLOGICAL ISSUES

Statistical Methods. Statisticians have devised many ways to study relationships embodied in a
data set. All of them involve comparing a calculated statistic with a range of values that would
be expected to occur just to chance (random) variation. If the statistic falls outside of this .
range, it is said to be "significant" and we then look for explanations for this behavior. The
limits of chance variation are established from the distributional properties associated with the
statistic, such as those of the Poisson or Gaussian (normal) distributions. It follows that certain
assumptions must be met for such comparisons to be valid. Sometimes one or more variables
must be mathematically transformed in order to meet these requirements.

For large cities, the data describing community health responses to air pollution may be
treated as quasi-continuous, rather than as categorical. The most common measures of associa-
tion are correlation and regression. Tests of significance with respect to the existence of a
relationship, using either (bivariate) regression or correlation, require only that the dependent
variable be normally distributed. This test compares either the regression slope (b) or the cor-
relation coefficient (r) with zero. When r is not zero and we wish to establish its confidence
limits (for the purpose of model comparison, for exampie), both variables must be normally dis-
tributed.

However, the bivariate situation is rare in studies of practical interest, in part because
the effects of interest are weak, and thus there are always intervening variables that could con-

found the outcome if not controlled. As a result, multiple regression is usually required, with
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the model

Y =b, + b;x; + byX, ... +bx +e m

where the x; are error-free "independent” variables and e is an independent error term which is
normally distributed with mean 0 and variance sigma2 (note to typesetter: sigma = Greek sigma;
e = epsilon). If these conditions are met, estimates of the bi are unbiased and represent the ef-
fect of each variable with the others "controlled for" or held constant. In addition to the re-
quirement of independence of the error term, the multiple regression model [1] requires that the
Y values be normally distributed for each combination of the values of the x,. If the true
relationship between Y and some X, is not linear, but say, exponential or logarithmic, then im-
position of a linear relationship will lead to a correlation between e and x,, which is a violation
of the basic assumptions.

There are cases in which two pollutants are so highly correlated that separation of their

effects by _muitiole regression is impractical. SO. and smoke in London constitute one such in-

4

--—-r Tapethogy. arUv(a-tguis Jinter epwohehlisnace hegtipe, Signes mav be caloylated for :

—————————



epidemics. For comparisons between communities, we must add factors that describe lifestyle
and basic health status differences, including smoking habits, education, diet, exercise, occupa-
tional exposure, selective migration, among others. However, there are also certain non-
physiological factors that have been shown to contribute, even though biological explanations
may be lacking; some of these are variations according to the day of the week, changes in
meteorology, and even proximity to the decedent’s birthday (Blakeslee, 1992) and cultural
beliefs (Blakeslee, 1993). Differences in the "pace of life" have been implicated in differences
in health status among communities (Levine, 1990).

In addition, if the effects of air pollution are to be considered on a physiological (rather
than psychological) basis, we must estimate actual exposures to pollution. This exposure will
vary with the daily activity patterns of the subjects and the nature of all the micro-
environments to which they are exposed each day. The only data we have on air pollution
across an entire community are the measurements routinely collected from fixed-base monitor-
ing stations, which will have varying relationships to these microenvironments depending on the
pollutant, time of day, and the age and health status of the subject, among other factors. The
relationships between air monitoring data and the actual exposures of subjects constitute poten-
tial sources of bias and of errors in the independent variables. The effects of such errors will
be addressed subsequently.

Because we cannot account for all factors that may deterministically affect health out-

comes, our model is not in fact described by Eq. [1], but by

+bx +bx + e’ [2]

where the X, represent factors that cannot be measured or for which suitable data are not avail-
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able, and e’ represents that portion of Y that is distributed independently of x,...x_ and x,. By
omitting the x, which describe part of the "true" relationship, we find that we have not es-

timated the values of the b,...b_ that are needed, but instead the value of
+b, +bb (31

where b,, is the regression coefficient of x, on x;. Relation [3] describes a situation that is often
referred to as "confounding.” The fact that the relationships of most interest here are usually
weaker than the relationships among independent variables can make the potential errors in-
volved in [3] important.* However, note that according to [3], for a variable to confound, it
must be correlated with both health outcome (bk) and pollution (bik). Since most pollutants are
correlated with one another, and usually to a degree stronger than their correlations with health,
any (unmeasured) pollutant with a known or suspected effect on health qualifies as a potential
confounder with respect to the attempt to estimate effects specific to any other pollutant.
Also, any criteria pollutant must be deemed a priori to have the potential for adverse heaith ef-
fects.

Lack of independence of the x_ is the rule rather than the exception in observational

1

studies. Health is affected by weather and by pollution; pollution affects weather and vice
versa, and there are exogenous factors (such as day-of-week activity and emission patterns) that

affect both health and pollution. Given this state of affairs, the errors involved in selecting an

For example, in Los Angeles (Kinney and Ozkaynak, 1991) after adjustment for seasonality, the
maximum correlation between any of four air pollutants and daily mortality was 0.13 while the
correlations among the pollutants were in the range 0.43 to 0.88.
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inappropriate model can be much larger than the statistical confidence limits derived from a
particular model (Lipfert, 1994b), especially for large data sets. The prudent investigator will
thus compare results obtained from a range of models, variables, and transformations for each

new application.

Study Designs and Collinearity. The most common study designs involve either following a
fixed population over time (the time-series study) or contrasting many populations over space at
a fixed time (the cross-sectional study). In both designs, collinearity among pollutants is to be
expected and has been observed. With time-series studies, all pollutants tend to respond to the
same weather perturbations, since emissions tend to be steady over time (secondary pollutants
such as ozone may be an exception). With cross-sectional studies, commonality of pollutants
emitted by the same types of sources creates collinearity. In both cases, the use of a limited set
of fixed air monitoring stations can involve sufficient uncertainties so as to mask the true de-
gree of exposure collinearity and thus to make it impossible to determine the "responsible” pol-
lutants with certainty. In all cases, the relationships among pollutants (and between pollutants
and weather variables for time-series studies) are stronger than the relationships between pollu-

tion and health, which can make control of collinear variables crucial.

Effects of Measurement Errors. Actual (personal) exposures to air pollution are impractical to

measure directly in populations large enough to have adequate statistical power in observational
studies. The difference between measured concentrations and actual exposures may be expected
to vary from day to day and by pollutant species. Some pollutants are distributed more
uniformly throughout a community than others, and some penetrate into indoor environments

more readily than others. Thus, we expect that errors in estimating exposure will vary by pol-
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lutant species. Actual exposure estimates require not only accurate data on local outdoor pollu-
tion levels, but also information on penetration into indoor spaces and on the effects of indoor
sources of air pollution. These uncertainties add to those of the representativeness of the fixed
monitor data per se.

The effect of error in the independent variable of a bivariate regression or correlation is
to bias the regression or correlation coefficient and its significance toward the null (Snedecor
and Cochran, 1967). It thus follows that measurement error serves to obscure the extent of the
actual (structural) collinearity that may be present among pollutants in ambient air. The effect
of collinearity among independent variables entered simultaneously into a multiple regression is
to inflate the- variance of the (egression coefficients (Theil, 1978), with attendant reductions in
statistical significance. In a multiple regression in which the various independent variables may

have different _maenitudes nf measurement errars. the results mav_he less nredictable (Flejss and

Shrout, 1977).

An often overlooked aspect of this question is the effect of differences in measurement
reliability on the partitioning of response among collinear pollutants. The case of two compet-
ing pollutants with different measurement errors is discussed below in conjunction with results

obtained with simulation techniques and from Philadelphia mortality data.

Pollutant Metrics and Functional Forms. The various components of the urban air pollution mix

are often measured on different time scales; gaseous species and selected particulate measures
(coefficient of haze and beta-gauge particle measures) are generally reported in the United
States as hourly averages, and some of the ambient standards are posed in terms of maximum

hourly averages. The more common particulate measures (TSP, PM SO4"", etc.) are reported

10°

as 24-hr or daily averages. There are substantial differences in diurnal profiles among species,
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because of the combined effects of emission profiles and of meteorological effects. Differences

in temporal profiles will be manifested as differences in spatial profiles as winds pass through

. an _urhan area. _ It is thus_to_be exne cted that errors in estimating personal exposure will vary ‘

part of the day. In addition, there will be less spatial variability as averaging times increase,

and thus a fixed monitor can do a better job of representing exposures over a wide area if
longer averaging times are used. As an example, comparisons of bivariate correlations of
respiratory hospital admissions with four different pollutants are given in Figure 1, for peak

hour and 24-hr average metrics (Lipfert and Hammerstrom, 1992). In all cases, the results for

the J4-hr averapes.were higher, gueggesting that_this .metric is more aporoorigte_in a linear

model.

The selection of the pollutant metric (i.e., averaging time) to be used to identify respon-
sible pollutants in an observational study should not be confused with deriving information
about the actual effects of each pollutant, which may indeed be nonlinear. In such cases, for
which only peak exposures may be important, nonlinear dose-response models should be inves-
tigated to find the optimum distributions of model residuals. Because the regression fits for al-

tarmatiua madele are Anften accontiallv identical exosenous information mav be reauired to select



Interpretation of Regression Coefficients. If in model [1], we find a statistically significant

relationship between Y and a specific X; (which implies that the regression assumptions have

been observed), we may conclude either:

1. the indicated value of b.i will accurately reflect the change in Y due to an incremental
change in X; (alone), or
2. The indicated value of b.i will reflect the change in Y due to an incremental change in

X; and the change in Y due to all other variables with which X is correlated.
If the relationship of interest fails the test of significance, we may conclude either:

1. there is no relationship between the two variables, or
2. the model selected was inappropriate to the true relationship between the two vari-
ables (which generally results in violating the regression assumptions), or

3. measurement errors obscured the true relationship.

A further important corollary is that the level of statistical significance should not be regarded

as a measure of importance of the effect it presumably portrays; measurement error and col-

linearity_can also affect significance levels, A better measure ofrimnor,tance is the relative




Confounding variables must be accounted for. If the model does not include all
intercorrelated pollutants known to affect health, the regression coefficient for
any one pollutant must be regarded as also including the effects of the omitted
components of the pollutant mixture. This caution also applies to non-pollutant
variables which may be correlated with pollution, such as ambient temperature.
For the pollutants for which measurements are available, comparisons among
species must be made in such a way that the errors in exposure estimates are ap-
proximately equal. This requires a common basis for averaging time, for ex-
ample. If data from a network of monitors are averaged, roughly the same num-
ber of stations should be used on all days and for all species.

The model must be appropriate to the physiological scenario. If peak exposures
are thought to be more important than average exposures, nonlinear pollutant
transformations should be investigated. If it is reasonable to expect a lag be-
tween exposure and response, a range of different lag structures should be inves-
tigated, including effects accumulated over the lag period and the possibilities of
different lag structures for different pollutants, diseases, and age groups. If
chronic effects are suspected, allowance must be made for the latency period re-
quired for development of the disease in question.

Depending on the outcomes of the preceding steps, an iterative procedure may be
required to identify the most important pollutants and to estimate each of their
separate contributions to the health outcome with an optimum model.

The regression model assumptions must be observed. This may include trans-
forming the dependent variable to achieve normality and checking the regression

residuals for heteroscedasticity.
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USE OF SIMULATION TECHNIQUES TO EXPLORE THE SIMULTANEOUS EFFECTS
OF MEASUREMENT ERROR AND COLLINEARITY IN TIME SERIES ANALYSIS

This section explores the difficulties involved in interpreting regression results for two
collinear pollutants having differing measurement errors, making use of rudimentary simulation
techniques. The general problem of errors in measurement has a long history in statistics, but
most of the attention has been given to the bivariate case and to special conditions involving

correlated errors; see Cochran (1972) or Chai (1971), for example. Simulation can thus be use-

ful in_this annlicafjon. since theoretical solutions are lacking.

Quasi-random variable§ were generated using the random number function omuattro-
Pro* and near-normal distributions were derived by adding independent sets of random values.
A time-series of 101 days was simulated and 20 trials were performed in order to generate a
range of results that could be plotted individually for detailed examination. This type of
rudimentary simulation should be considered a demonstration pilot for a full-scale Monte Carlo
simulation.
The Simulation Model. We postulate a causal mortality model in which daily deaths are propor-

tional to concentrations of two pollutants:
D =B, +B,P, + B,P, +¢p (4]
(note to typesetter: B denotes Greek beta, e denotes epsilon.)

- -
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We solve this relationship for the regression coefficients and their standard errors using
ordinary least-squares methods. In the simulations performed, the a priori assumed values of B,
and B2 are unity. We assume that the pollutants P1 and P2 emanate from a common source or
group of sources and thus are highly correlated in ambient air, even though they may not be
measured at the same times and places. However, the relationships between monitored con-
centrations (the observed values in this case) and actual population exposure differ; additional
(random) variance is present in the distribution of the values of P,. We designate the unobserv-
able value of this pollutant as P, (true) and the actual measurements as P, (measured). Thus P,

meas. = P, true + measurement error (e,,) and our operational regression model is

D=B,+BP + BS(P, +e ) +ep [5]

where B’ is the regression coefficient as determined in the presence of measurement error. In
this sense, the measurement error term e  may be thought of as the differential sum (P, vs. P))
of instrument and analytical error, spatial representativeness of the monitor network, effects of
missing data, differences in lag structure of response, and differences in personal exposure rela-
tive to monitored concentrations. The magnitudes (but not the existence) of most of these ef-
fects are unknown.

Simulations were performed for 7 different combinations (referred to hereafter as
“cases") of relative measurement error and assumed collinearity between P1 and the true value of

P., using 20 trials each. Each trial produces statistics for 5 different regressions, as discussed

29
below. Crossplots are presented across regressions, with each trial constituting an “observation."
Twenty trials were deemed sufficient to define average regression coefficients and ¢ values, but

are undoubtedly insufficient to completely define their distributions. The first of these simula-
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tions ("baseline") is described in detail, including plots of the results. Summary statistics are

then given for the remaining 6 simulation cases.

Simujation Results for the Baseline Case. The means and standard deviations for the baseline
simulation are given in Table 1. The additional exposure measurement error for P, corresponds
to an increase in variance of 56%; no bias was added to P, by this procedure. The correlations
between P, and P, (true) and P, (measured) were 0.96 and 0.75, respectively. The reduced cor-
relation between P, and the "true” P, could be interpreted as reflecting measurement error in P,
or perhaps daily variations in pollutant mix. Since air pollution is often distributed log-
normally, one might assume that the logarithms of concentrations have been simulated rather
than the actual values; this assumption entails no loss in generality. Subsequent Monte Carlo
simulations using lognc;rmal distributions produced essentially the same resuits.

For each simulation trial, five regressions were performed with respect to simulated mor-
tality, as follows. Regressions 1, 2, 3: each of the three pollutant variables (P,, P, (true), and P,
(measured)) was regressed separately against the simulated mortality variable. Regression 4:
joint regression on P, and the "true" value of P,. Regression S: joint regression on P, and the
measured value of P,.

The results for the 3 separate (bivariate) regressions are plotted in Figure 2, in terms of
the regression coefficient ¢ values. As expected, we see that P, and P, are essentially equivalent
when the "true” P, values are used, but that use of the simulated P, measurements results in
lower ¢ values for P,. Note that the parameters of this simulation were chosen to yield highly
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which were defined as 1.0 in the formulation of the model, however, because of the col-
linearity, these coefficients are not significant and thus would likely be disregarded if they oc-
curred with real data (in the absence of a priori information on the "true" model). In addition,
the regression coefficients derived in the bivariate case (Regressions No. | and 2, one pollutant
at a time) are inflated to essentially twice the expected value, since the effect of both pollutants
is picked up by the single pollutant entered into the model. With measurement error, the coef-
ficient for Pz(meas) is biased low with respect to that for Pz(true), as expected.

We see from Table 2 that the regression coefficient for P, is essentially unchanged from
the bivariate case when regressed jointly with P, in the presence of measurement error
(Regression 1<Io. 5), while the joint coefficient for P, has become nil, even though the basic un-
derlying relationship assigns equal weight to both P, and P,. Thus the "standard” multiple
regression p;ocedur:a yields an inflated coefficient for the pollutant with the lower measurement
error and essentially zero for the pollutant with higher measurement error. These results con-
firm Cochran’s earlier (1970) prediction, which was also based on numerical examples, that
"interpretation of the B’ as if they were B, can be quite misleading...." (typesetter: set Greek
beta for B).

Figure 3 compares the ¢ values for P, for the two joint regressions. When regressed
jointly with the "true" P,, P, loses significance, on average, because of collinearity. However,
when P, is regressed jointly with P, in the presence of increased measurement error, P, loses
less significance and its regression coefficients are virtually unchanged from the bivariate case
(Figure 4). Note that all but one of the P, regression coefficients in Figure 4 exceeds the a
priori or "true" value (1.0).

The corresponding t-value information for P, is given in Figure 5. In both cases, P2 lost

significance in most of the 20 trials. A plot of the joint regression coefficients for P, versus P,
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showed a negative relationship (Figure 6); a negative coefficient for one variable contributes to

a more strongly positive value for the other.

Sensitivity Simulations. Additional simulation cases were performed in the same way to explore
the robustness of these findings. These results (cases 2-6) are given in Table 3 along with the
baseline result from Table 2 (case 1), in terms of the coefficients from Regression No. 5, the
joint regression of mortality on P, and Pz(meas). There were little or no changes in the

bivariate regression coefficients for these simulations.

Note that the regression coefﬁcients tend to sum to the correct value of 2.0 in all 7 cases, but
that the proper spiit (1:1) is approached only in simulation case 5. In this case, the introduced
measurement error is small and the regression on P, and Pz(meas) is essentially the same as on
P, and P,(true). Note also that some of the simulation cases feature very modest amounts of
pollutant collinearity and that biased coefficients still result from the joint regressions. Addi-
tional sensitivity runs (not shown) established that modest levels (relative to the error in Pz) of

measurement error in P, had no effect on these findings.

NUMERICAL EXPERIMENTS WITH 1973-80 PHILADELPHIA MORTALITY DATA

Data on mortality, weather, and air pollution (TSP, SO,, and ozone) as measured in
Philadelphia (Li and Roth, 1994) were used to further explore the ramifications of measure-
ment errors in stepwise multiple regressions, but based on real instead of simulated data. The
hypothesis here is that taking indoor/outdoor exposure relationships into account will add to the

existing variance of the pollution terms, but in unknown ways. We created modified but non-
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negative SOz and TSP variables by adding arbitrary amounts to the variance of their logarithms
(using a normz_zlly distributed random variable with mean=0), and then transforming back into
linear coordinates. The regression t-values were used to describe the resulting changes to the
model, as above.

We used the 65-and-over age group for these sensitivity studies and examined the first
regression step at which a pollutant was selected to enter the model. For this base case, with no
additional error, SO, wouild normally enter first since its 7-value is slightly higher than that of
TSP (7.95 vs. 7.65). After SO, enters, the significance of TSP is sharply reduced because of the
collinearity, but TSP enters on a subsequent step after other seasonal and weather variables.
When the variance of SO, is artificially inflated, the situation quickly reverses, and a slight in-
crease in SO, error can reverse the order of variable entry. When the variance of TSP is in-
flated instead, reversal of the order of entry does not take place (because SO, was preferred

initially), and the rate of decrease of  for TSP as its variance was inflated was more gradual,

nerhaps_becguse there was less dailv variation in TSP to begin with. The behavior of models

for daily mortality and for its logarithm were quite similar; the other variables included in the
model were a linear time variable, daily mean temperature and dew point, the daily change in
barometric pressure, and 24-hr average ozone concentrations. The contributions of ozone were
not substantially affected by inflating the variance of TSP or SO,. Similar results were obtained
for the under-65 age group, except that the baseline case ¢ values were lower, and as a resuit,
only the initial entry pollutant remained in the model at the final step.

These data are seen to support the findings of the simulation study, in that they il-
lustrate the important role that measurement error can play in partitioning the effects of corre-

lated "independent” variables in joint regressions.
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WHAT IS THE CORRECT SHAPE OF THE DOSE-RESPONSE FUNCTION?

Most models empioy linear specifications for the pollution terms; use of the logarithm of
response in a log-linear model is tantamount to assuming an exponential form for the pollutant
dose-response function. Table 4 presents bivariate correlations between six different pollutants
and summer respiratory hospital admissions in Southern Ontario (Wyzga and Lipfert, 1993) for
different functional forms. These results are for the entire year, adjusted for day of week and
seasonality and lagged 3 days. The table shows that selection of the most "important” pollutant
cannot be made independently of knowledge of the shape of the dose-response function. The
differences in linear models are small, but we see that coefficient of haze (COH), SO,, and SO 42’
show slightly higher associations when concave-downward functions are used (square root, log),
while ozone and to a lesser extent TSP seem to point towards concave upward functions (square,
exponential). The latter are more in keeping with the notion of pollution thresholds or log-
linear models. NO, is seen to be indeterminant in this regard.

Table 5 compares beta coefficients (because they are nondimensional) for the logarithms
of daily mortality in Philadelphia (1973-80), for the same functional forms. Data are shown for
the 3 pollutants available in this study, taken jointly and separately, for 2 age groups. In
general, functional form makes more difference in joint regressions than in separate regressions.
We see some commonality with Table 4, in that SO2 performs better with square root and log
models (this was also the case over a much larger range of SO, values in the former East Ger-
many [Spix et al., 1993]), and TSP performs better with the exponential and square functions.
Ozone is seen to be indeterminate in joint regressions, but to indicate concave-upward functions
in separate regressions.

We conclude from these data that it is necessary to know the appropriate form of a
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dose-response function before the "best” pollutant can be selected with confidence.

CONCLUDING DISCUSSION

This paper has reviewed the basic assumptions of multiple regression analysis, which are
undoubtedly familiar to most readers and certainly to all practitioners. However, it is also com-
mon to overlook some of these concepts in the search to derive meaning from data. Certainly,
peak-hour concentrations have been used with linear model specifications, nonlinear responses
are rarely examined, and the effects of measurement error have been largely ignored.

We show by simulation and by numerical experiments that differences in the reliability
of exposure estimates can be critical in the relationships between correlated variables in multiple
(joint) regressions and thus in the identification of the "best" variables. Thus, epidemiological
studies of community air pollution should recognize these inherent limitations in formulating
their conclusions. Assignment of the total effect to the most statistically significant pollutant
under such conditions appears to be fraught with the potential for error. Joint regressions of
correlated variables will yield unbiased estimates of the "true” effects only when their relative
levels of measurement (or exposure) error are similar. Further, even if the relative measure-
ment errors are similar, if collinearity is severe, neither variable will appear to be significant
even though their true effects are real. However, unless it can be shown (exogenously) that the
effects of the omitted pollutant(s) are negligible, regressing each pollutant variable individually
under these conditions will almost certainly overstate its effect. A research or pollution control
program based on such findings would also appear to have a high potential for misdirection.

Finaily, nonlinear transformations and the choice of pollutant metric can affect judg-

ments about the relative importance of competing pollutants. While models with linear pollution
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Table 1 - Means and Standard Deviations (Baseline)

Variable Mean Std. Dev.
D 38.6 4.7

P, 6.1 0.93

P, (true) 7.6 0.94

P, (meas) 7.6 1.18
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Table 2 Baseline Regression Statistics

-------- Separate ~--—---mececnaoo crememe= jOINt —-m=meee
Regress. # 1 2 3 4 5
Statistic D vs P, Duvs P,true D vs P,meas D vs P, ,true D vs P, ;meas
B, 1.88 1.06 1.88
sigmaB, 0.45 2.1 0.78
t 4.47 0.6 2.94
B, 1.81 1.07 0.85 -0.01
sigmaB, 0.46 0.27 2.1 0.5
t 4.46 3.21 0.48 0.0
R? 0.17 0.17 0.098 0.17 0.185
Std error of est. 4.18 4.18 4.37 418 4.17

T T T G e e = Y S8 G G e e P D D - A . - A - . " . - = D D R - —— > > T - - > - e -

note to typesetter: set Greek sigma for "sigma”
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Table 3 Summary of Simulation Results for the Joint Regression

of Mortality on P, and P,meas.

Case # Pollutant Correlations Average Regression Coefficients
P,.,P,true P, P, meas P, P,meas
1 0.96 0.75 1.88 -0.01
2 0.84 0.75 1.71 0.33
3 0.90 0.84 1.75 0.36
4 0.96 091 2.04 -0.08
5 0.72 0.65 1.08 0.87
6 0.66 0.29 1.76 0.18
7 0.50 0.27 1.52 0.56

- - - . - . T - e G A O U W S G A D D L A A6 G e e G S - - -
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Table 4 - Bivariate Correlations of Respiratory Hospital Admissions in Southern Ontario,

1979-85, Adjusted for Season and day of Week, with Various Air Pollutants and Functional

Forms of the Pollutant Dose-Response Function

Function
Pollutant linear exponential square square root natural log

NO, 0.038 0.024 0.038 0.037 0.033
COH 0.034 0.032 0.030 0.036 0.037
SO, 0.034 0.027 0.029 0.035 0.033
0, 0.02% 0.053 0.042 0.020 0.008
SO, 0.026 0.011 0.017 0.029 0.032
TSP 0.021 0.018 0.020 0.018 0.012
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Table 5 - Beta Regression Coefficients for Philadelphia (Logarithm) Mortality and Air Pollu-

tion in Joint and Separate Regressions for Various Functional Forms (n=2459).

A. Deaths at Ages < 65

joint
regr

sep
regr

B. Deaths at Ages 65+

joint
regr

sep
regr

Covariates include date, dew point, hot days, mean temperature, and change in barometric pres-

sure.

LINEAR

EXP SQUARE SQROOT LOG
TSP 0.0375  0.0509 0.0525  0.0311 0.0359
SO, 0.049 0.0417 0.0389 0.0551 0.0522
0, 0.022 0.0182 0.012 0.0317 0.022
TSP 0.068 0.075 0.074 0.065 0.062
-S0,. 0.071 0.071 0.066 0.072 0.07
0, 0.021 0.021 0.021 0.019 0.005
LINEAR EXP SQUARE SQROOT LOG
TSP 0.0736  0.0832 0.0967  0.0629 0.0566
SO, 0.0835 0.0731 0.0493 0.0991 0.104
O, 0.0688  0.0684 0.0619 0.0704 0.0795
TSP 0.133 0.134 0.134 0.128 0.0121
SO, 0.14 0.135 0.117 0.145 0.14
O, 0.077 0.082 0.086 0.053 0.05
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Figure 2. Relationships among the coefficient t values for the 20 trials of the baseline simula-
tion, bivariate regressions. T values from regressions 2 and 3 are plotted against the t value for
regression 1, for each trial, Source: Lipfert, 1994a,
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Figure 3. Relationships among the P, t values for the 20 trials of the baseline simulation. T
values from regressions 4 and S are plotted against the t value for regression 1, for each trial
Source: Lipfert, 1994a,
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Figure 5. Relationships among the P, t values for the 20 trials of the baseline simulation. T
values from regressions 4 and 5 are plotted against the t value for regression 2, for each trial.
Source: Lipfert, 1994a.
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Figure 6. Relationships among the coefficient t values for the 20 trials of the baseline simula-

tion. T values for P, from regressions 4 and 5 are plotted against the t value for for P,, for
each trial, Source: prfert 1994a,
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