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ADDENDUM

2nd paragraph - This discussion applies to the use of Gaussian models in complex
terrain only. The performance of Gaussian models in rolling or flat terrain was
not evaluated in this study.

Section 3.1.1 - At the present time there is no general concensus about the heigh
at which ¢, should be measured in order to correctly evaluate the Gaussian hori-
zontal dispersion parameter oy. ‘

Table 3-1 - Smith does not indicate the height at which ce was measured.

Units of: F are m4/sec? and g are m/sec2.

Units of S are sec .

Section-4.3.2 - Data taken from Smith (1972); UE values are for a height of 30m
above ground level and are used for all elevations; for heights greater than
100 meters the turbulence length scale for 100 meters is used.

Section 4.3.3 - Data for this section derived from Intercomp (1975).
First paragraph - change concentrate to concentration.

Second paragraph - Because of the limited resolution of the coastal data, model
accuracy for a one-hour averaging time was not investigated. However it is
expected to be worse than the accuracy for the three or four hour average.

Pages 101, 104, 106, 107 Calculations shown in Figures 4-13, 4-14, 4-15, 4-16, and 4-17

Page 111

Page 113

Page 171

Page 173

Page 177

Page 179

were made using the input values given on Pages 98 and 100.

Figure 4-18 is based on data reported in Eschenroeder (1972) for smog chamber
experiment 271.

Table 4-9 is based on data reported in Hecht (1974) for smog chamber experiment
348.

First paragraph - The values of the vertical diffusivities in this discussion
were taken at one cell height above the terrain, i.e., 133.33 meters.

First paragraph - The selection of a mixing height of 250 meters was based on
temperature profile data taken by MRI (Smith 1975) and is consistent with other
interpretations (Smith 1975), (Liu 1976). The selection of stability class was
based on temperature gadients (see Table 5-7) and is consistent with the use

of a local Richardson number as an indicator of atmospheric stability.

The four hydrocarbon chemical mechanism, CHEM1S5, was not used since the data
needed to assign the background hydrocarbon splits was not available. Additional
calculations utilizing the CHEM6 mechanism indicate that the inorganic chemical
mechanism dominates the portion at least to the point of maximum ground concen-
tration thus the use of CHEM15 should produce results similar to those indicated
in Figures 5-26 to 5-29.

The background values used for the phtochemical simulation were obtained from
Sklarew (1975).

Table 5-12 - The values of soler insolation were deduced from Eschenroeder (1972)
and are consistent with values used for photochemical simulations of the Los
Angeles Basin. ‘
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ABSTRACT

This report provides the results of a study of the comparative
attributes of air pollution point source submodels. Submodels were

tested against four data bases as well as against analytic solutions.

The submodels that were determined to offer the greatest potential
were assembled into two distinct models: a generalized Gaussian
model, GEM (Gaussian Evaluation Model); and a finite difference
model, IMPACT (Integrated Model for Plumes and Atmospherics in
Complex Terrain). These final models were then evaluated using
actual data taken from four field tests. GEM permits the user to
specify options for each of the major parameters. The parameters
that were evaluated include horizontal and vertical dispersion,
standard deviations, plume rise, and various treatments of terrain
and mixing layers. A useful extension of GEM was developed to
automatically calculate concentrations over an array of receptors;
this model is GEMGAR (GEM with Grided Array of Receptors). IMPACT
was developed from the best state-of-the-art modules for wind field,
diffusivity field, plume rise, pollutant transport, and chemistry.
Field data employed for validation came from the NOAA program in
Garfield, Utah; from the ARB programs at three California power
plants; and from the Southern California Edison program at Ormond
Beach in Ventura County, California. The relative precision,
realism, and generality of each model were evaluated.

"The statements and conclusions in this report are those of
the Contractor and not necessarily those of the State Air Resources
Board. The mention of commercial products, their source or their
use in connection with material reported herein is not to be con-

strued as either an actual or implied endorsement of such products."
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1.0 INTRODUCTION

Both the Air Resources Board (ARB) and Energy Resources
Conservation and Development Commission (ERCDC) have specific
needs for standard point source air quality models. These needs
stem from regulations requiring evaluation of fuels, controls,
and siting. The current sharp reduction in the availability of
natural gas will require evaluation of the air quality impact
from utilization of higher sulfur fuels. Remaining natural gas
supplies may have to be allocated on the basis of air quality
impact, especially during episodic conditions. These require
models capable of addressing the parameters of reactive pollu-
tants, coastal meteorology, and winds over complex terrain.
Presently proposed controls for NOy include tuning the air-fuel
mixtures for each boiler and load redistribution (requiring mul-
tiple source models); for higher sulfur and ash fuels, flue gas
removal systems may have to be used as intermittent or continuous
controls. Models can provide a basis for the required decisions.
Evaluation of new source siting is envisioned as one of the major
applications of the models. Urban sites may present the potential
of a major photochemical impact on a large populace, while rural

sites may degrade areas valued for their pristine condition and for
recreational use.

The ARB has a review responsibility in support of the Air
Pollution Control Districts (ACPD) in their assessment of new
source impact on air quality. In this case, ''mew source' means
both new stationary sources and changes in current emissions
from stationary sources. The APCD's are charged with analyzing
the effect of these new or modified emissions on air quality be-
fore granting a permit to operate. The ARB has a review respon-
sibility for these analyses. This assessment procedure would be
facilitated by the ARB's undertaking the following:

® Providing the APCD's with standard models with
which to perform the analyses,
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e Modeling the new source for the APCD's, or

o Using standard models in reviewing APCD analyses.

The ERCDC is charged with preparation and review of energy-
related impacts and with development and evaluation of a list of
poss®ble electrical generation sites. Specifically, the ERCDC
needs standard models to evaluate and review all proposed sites
and new facilities to ensure conformance with air quality stan-

dards and with air quality implementation and maintenance plans.

The emphasis on "standard" models is used to underscore the
need for accepted, user-ready models, each with predetermined
applicability and error bounds. The acceptance of a model 1is
based on state-of-the-art techniques, on verification against
the most definitive data bases available, and on error bounds
associated with clearly defined classes of applications. Thus,
this program was designed to select the best available state-of-
the-art models, evaluate and verify them with carefully selected

data bases, and package them for easy use.



1.1 Study Approach

At the initiation of this pProgram, it was apparent that two
distinctly different types of models were required. The common
and relatively straightforward Gaussian model (similar to the
EPA PTMPT code) with modifications for complex terrain, limited
mixing, etc., would be used for simple situations and to screen
other sources for potential impact in more complex situations.
With regard to the latter application, the Gaussian model could
be used to determine if the more complex, finite difference,
grid-type model would be required to accurately assess potential
impact on air quality. Thus, the decision was made that both
these two types of models would be the subject of this study.

Because of the differences in the complexity of the models,
two separate approaches were used to select the modules to be
incorporated in the final models.,

Rather than preselect the various modules of the Gaussian
model (i.e., plume rise, plume dispersion parameters, Gy’ O,
complex terrain, limited mixing, etec.), a wide range of optional
modules were incorporated into a new Gaussian Evaluation Model
(GEM). The modules were then compared using parametric and
analytic techniques. However, the final evaluation was made by

on-line comparison of the various options and combinations with
actual field data.

The complexity and cost of running the grid type models
necessitated evaluation of the module options singly on the basis
of conceptual analysis, historical studies, and performance com-
parisons with data and analytic solutions. Additionally, a few
module options were evaluated on-line using actual data bases in
the IMPACT (Integrated Model for Plumes and Atmospherics in
Complex Terrain) model.

T e
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1.2 Organization of This Report

Section 2 contains a discussion on the evaluation of the
proposed module options and summarizes the accuracy and validity
of the delivered models. This section also contains recommenda-
tions, based on the experience gained in this study, for improve-
ments needed in future field studies, for future investigation
into specific modules, and for the need to develop improved

methodology in model applicatioms.

Section 3 contains a description of the Gaussian Evaluation
Model, GEM, and a review and analysis of the options used in GEM.
Included in this section is a description of a variant of the GEM
model called GEMGAR which calculates a concentration array over
a grid of receptors instead of the specific receptor input re-
quired by GEM.

Section 4 contains a description of the grid model IMPACT.
Included in this section are review and analysis of the modules
(submodels) used for creating the wind field, creating the dis-
persion or diffusivity field, and for advection or transporting
the concentration fields. Also included is a discussion of the

photochemistry and sulfate chemistry models included in IMPACT.

Section 5 contains a discussion of the validation efforts.

Included in this discussion are:

The meaning and purpose of model validation
The validation methodology used
The approach used for validating GEM, IMPACT, and the
wind field module WEST

e A discussion of the field data, including deficiencies
and uncertainties

o A discussion of model validity and sensitivity to

input parameters.

Section 6 is a listing of the references employed in this

study.



Three appendices, published under separate cover, conclude
the report:

e Appendix A, User Guide to GEM
e Appendix B, User Guide to GEMGAR
® Appendix C, User Guide to IMPACT.
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2.0 RESULTS, CONCLUSIONS, AND RECOMMENDATIONS
2.1 Results

The two air quality simulation models developed for this
study provide a basis for the evaluation of the various alterna-
tive submodels currently used in other models. Since there are
two separate types of deterministic air quality models, both a
Gaussian model (GEM) and a finite difference grid model (IMPACT)
were required. Numerous submodels for simulating pollutant
transport, dispersion, plume rise, and atmospheric chemistry
were considered and evaluated. The evaluation of the submodels
included theoretical analysis, comparison with field data (e.g.,
plume rise), and the application of the GEM and IMPACT models to

predict surface concentrations for comparison with observations.

Currently available data bases from point source release
field programs were reviewed and analyzed to determine the avail-
ability of model input parameters, and the resolution and accuracy
of measured surface concentrations. Of numerous point source
field programs reviewed for consideration as a model validation
data base, only three separate programs were found to be condi-
tionally acceptable. The four actual field tests selected from
these three programs provided the best available data bases with
which to evaluate the accuracy of point source air quality simu-
lation models.

The philosophy and practice of model validation were in-
vestigated to provide a basis for an analysis of the accuracy
of the models. The results of this investigation showed that a
rigorous statistical evaluation of model precision is currently
not possible because of the inadequacy of the current field data
bases. A discussion of model validity in terms of model preci-
sion, realism, and generality showed that general comments on
model validity could be based on the current field data and
analyses of various submodels. The rationale and requirements
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for improvements in the Gaussian and grid models and in future
field programs are placed in a conceptual framework to facili-

tate the prioritization of future research in the area of air

quality modeling.



2.2 Conclusions

In spite of the discouraging state of field data vis-a-vis
model validation, it is clear that we are on the threshold of
an increased use of and reliance on modeling as a tool for air
quality management. This study has demonstrated that, as expect-
ed, the grid type model is superior to the Gaussian model in
terms of precision, realism, and generality. However, due to
the increased cost of the grid model compared to the Gaussian
model, both are needed for balanced, cost-effective, air quality
modeling.

Evaluation of the options available in the Gaussian model
indicated that the new formulations for pollutant dispersion
standard deviations (cy, 0,) developed by EPA and Pasquill are
superior to the commonly used Turrer Workbook values. However,
due to the limited field data available, it was not possible to
select the better of the two newer formulations. After reviewing
the limited plume rise data available in the selected field
studies, it appears that the newer Briggs plume rise models are
superior to other models. The reader is referred to a report by
G. A. Briggs (Briggs, 1975) for a thorough discussion of plume
rise models. Based on the field data taken at Garfield, Utah,
under unstable atmospheric conditions, the ERT complex terrain
plume trajectory model is superior to the NOAA, EPA, and Cramer
models. Since the field data was taken under unstable atmospheric
conditions only, no evaluation of plume trajectory models under
stable atmospheric conditions was possible. Coastal regions ap-
peared more difficult for Gaussian models to handle than the com-
plex terrain situations (at least for the test cases considered
in this study). Among the factors contributing to this situation
are that large sources tested in coastal regions impact large
surface areas. Therefore, the Gaussian assumption of constant
winds and atmospheric stability may not be valid; unsteady, shift-
ing winds in the coastal region result in curved plume trajector-

ies which cannot be correctly treated by these straight-line




steady state Gaussian models. Under unstable atmospheric condi-
tions, and the complex terrains considered in this study, the
plumes appear to have a more-or-less straight trajectory, while

meandering in the vertical.

It should be noted that the Gaussian model is not actually
applicable to complex terrain situations where high wind shear
and strong inversions can result in plume channeling and other
effects that produce non-Gaussian concentration profiles. The
use of prescriptions for plume trajectory and mixing heights is
an ad hoc patch to extend the model into conditions where it is
not applicable. Thus, the reader is cautioned that the use of
these models in complex terrain is useful, at best, for approxi-
mate estimates and may result in large errors under certain ap-
plications. After careful review of the Gaussian evaluation
tests, one reaches the conclusion that almost any desired result
can be obtained, given the range of options for the dispersion
parameters, plume trajectory in complex terrain, etc., and the
range of experimental uncertainty in the observed wind speed,
wind direction, and atmospheric stability. Thus, for each test
there were certain sets of options (known only with hindsight)
for which the Gaussian model performed adequately in rough terrain

and with less precision in the rotating winds of coastal regions.

The evaluation and analysis of options available for inclu-
sion in the finite difference grid model resulted in the selection
of the WEST wind field module primarily due to its versatility in
treating spatial variability in atmospheric stability, and allow-
ing the predicted velocity at a measurement site to agree with
the observed value. The advection/diffusion module selected was
a flux-corrected version of Crowely's second-order scheme chosen
for its ability to accurately treat localized sources in a shear-
ing, rotating flow field. As no direct data is available from
which an evaluation of the various diffusivity modules can be
made, the selection of the best diffusivity module is problematic

at this time.
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The finite difference grid model IMPACT is more determin-
istic than the Gaussian model with options only for diffusivity
and plume rise modules (all other modules were preselected as
noted above). The performance of IMPACT was a "factor of two"
or better in calculating both the wind field and maximum ground
level pollutant concentrations.

The ability of IMPACT to simulate a photochemically re-
acting plume in a coastal plain is summarized in Figure 2-1.

Table 2-1 provides a summary of model precision in terms
of the ability of the model to predict the maximum observed sur-
face concentrations. Table 2-2 illustrates model generality in
terms of the applicability of the model for various time periods,
regions, and pollutants.
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Figure 2-1. Summary of IMPACT Photochemical Simulation Test.
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- Table 2-1. Summary of Model Precision.

AVERAGING
PERIOD
1-HOUR 3-HR. 24-HR. ANNUAL
REGION
FLAT OR ROLLING NOT TESTED IN THIS PROGRAM; SHOULD BE REQUIRES
MORE ACCURATE THAN THE OTHER REGIONS 1“!'%%";'8{"\-
H
OWEVER USING STAR-
GEM_ TYPE DATA OR
FACTOR OF NOTTESTED  |THE USE OF
2703 IN THIS METEOROLO-
N
COMPLEX TERRAIN 'NO%T'ESTED PROGRAM ANALySECIME
FACTOR PROGRAM ANALYSIS
OF ~2
IMPACT
NOT EX- GEM
AMINED IN FACTOR
THIS PRO-
COASTAL GRAM, BUT oF3TO4
LIKELY TO FACTOR
BE WORSE OF2
THAN 3-HR 4-HR AVG
AVERAGE IMPACT
Table 2-2. Summary of Model Generality.
MODEL TYPE
EVALUATION GEM IMPACT
CRITERIA
1-HOUR YES YES
TIME 3-HOUR YES YES
PERIOD 24.HR. YES YES
ANNUAL REQUIRES MODIFICA- CEE&&?\I;H&DE.
TION FOR STAR DATA METEOROLOGICAL
REGIME METHOD-
oLOGY
FLAT
OR ROLLING YES YES
REGION COMPLEX YES
FOR INITIAL EVAL-
UATION ONLY
COASTAL YES
INERT POL-
LUTANT YES YES
POLLUTANT [ g\ raTeS ONLY WITH EXPONEN- |SIMPLIFIED SO,
TYPE TIAL DECAY CONVERSION MODEL
PHOTO- NO YES
CHEMiCAL
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2.3 Recommendations

An important result of the analysis and evaluation of the
various submodels used in the Gaussian and grid models is a list
of recommendations to increase the validity (precision, realism,
and generality) of a number of the submodels. The following list
of research topics includes the programs that are considered most
relevant to increased model validity; however, since the priori-
tization of this type of research requires the interaction of the
user and the modeler, there is no significance to the order of

these recommendations.

e Improvements in the plume rise submodel should include
an extension of the Briggs model encompassing arbitrary
_atmospheric stability structure and partial penetration
of the plume into an elevated inversion (Briggs, 1975},
and/or the use of numerical hydrodynamic models to de-
scribe the interaction of a buoyant plume with the

ambient atmosphere.

e Improvements in the pollutant tramsport submodel can be
separated into suggestions for improving the treatment
of pollutant transport in the Gaussian and grid models.
For the Gaussian models, the inclusion of a treatment
for curved wind field would enhance the usefulness of
the code for longer range impact, particularly in coastal
regions. For the grid models, removing the spatial
splitting, implicitization and possible utilization of
Lagrangian techniques would be natural extensions. Fur-
ther investigation of other methods for the numerical
solution of the pollutant transport equation could result
in increased accuracy, and in reductions in computer
storage and/or run-time requirements. The incorporation
of variable grid resolution would achieve an improvement

in model accuracy with minimum additional effort.

14



e To enhance the validity of the WEST (Winds Extrapolated
from Stability and Terrain) submodel, there is a need
for the refinement of the terrain channeling parameters
through the use of numerical or physical experiments and
the inclusion of thermal forcing effects to simulate
upslope heating and downslope drainage winds.

e Improvements in the treatment of pollutant dispersion
for the Gaussian submodel await the availability of
additional field data. However, treatment of eddy dif-
fusivity as a full tensor quantity (Freeman, 1976) could
be a significant improvement over current grid model dis-
persion submodels.

® The development of a capability to provide estimates of
emission impact on an annual basis would provide a major
increase in model generality. Approaches to this re-
quirement could include adaptation of the Gaussian model
to use available summary climatological data (e.g., STAR)
as in the U.S. Envirommental Protection Agency's
Climatological Dispersion Model, CDM, (Busse, 1973), or the
development of a rigorous formalism to develop and use
meterological regimes (Fabrick,‘l975; Phillips, 1977) in
both the Gaussian and grid models,

A significant conclusion of this study is the need for the
careful planning of future air quality field programs in order
to provide the accurate input parameters and surface concentra-
tions needed for an objective determination of model validity.
In addition, future programs need to be planned so that a variety
of source types (power plants, industry, etc.), regions (coastal,
mountainous, level, rolling, etc.), and meteorologies (unstable,
fumigation, stable, surface inversion, neutral, etc.) are encom-
passed to quantify the applicability of air quality modeling to
each situation.

15




The following procedures are intended to be supplemental to

the procedures used in current field programs:

if
base to

data is
@

Multiple plume traverses per hour should be performed
to collect averages of the detailed, instantaneous
tracer and/or pollutant concentrations for comparison
with fixed hour-averaged data. This procedure would
allow a direct evaluation of the Gaussian horizontal
dispersion standard deviation Oy and would provide

increased detail of pollutant surface concentrations.

The hourly average standard deviation of the wind vane
fluctuations should be compiled since they are needed

as an input parameter for oy in the Gaussian models.
D p y

There should be increased use of aircraft to develop
hourly vertical profiles of temperature and tracer
and/or pollutant concentrations. This data is needed
to determine the vertical structure of atmospheric
stability and to determine plume rise and plume

trajectory.

an objective of the field program is to provide a data
evaluate a photochemical air quality model, the following

required in addition to currently measured data:
Hourly measurement of ultraviolet flux.

Detailed hydrocarbon measurements, including analysis
of selected samples for the evaluation of hydrocarbon

breakdown into reactivity classes.

Accurate determination of background concentrations
and relative humidity including vertical, horizontal,

and temporal variations.

Emissions of local sources of hydrocarbons, oxides of

nitrogen, carbon monoxide, and sulfur dioxide.

16



A major deficiency in almost every part of the field pro-
grams evaluated was the lack of specific error estimate of each
of the measured parameters. Since the evaluation of model ac-
curacy requires a knowledge of the accuracy of the input param-
eters, this deficiency has proved to be a major impediment to
air quality model evaluation. It is therefore recommended that
an estimate of the accuracy of each measured parameter be re-
quired in future field programs.

Finally, the inclusion of a person or group specifically
involved in air quality modeling in the planning of future field
programs is strongly recommended to help ensure the relevance of
new model validation data bases.
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3.0 THE GAUSSIAN EVALUATION MODEL

The Gaussian Evaluation Model was written to provide a mech-

anism to explore, evaluate, and use the various options that have
been proposed as improvements to the basic Gaussian model. The

standard Gaussian expression for relating point source emissions

to air pollutant concentrations can be written as

C

where

This equation can be rearranged and grouped into the following terms:

" where

X e O 0

Q%207 {e-(H-z>2/2022 +e—(I-I-I-z)2/2022}{e—>\x/u} (3.1)

2m0y 67U

the pollutant concentration at point x,v,z

the emission rate

the average wind speed

the downwind distance from source to the closest
approach to the receptor

the crosswind distance from plume centerline to
receptor

the height of the receptor above ground level

the height of the plume above ground level

the horizontal dispersion standard deviation at the
downwind distance x

the vertical dispersion standard deviation at the
downwind distance x

the decay constant of the pollutant (if the pollutant
half-1life is Tys then X = .6931/T%)

C {source term} {horizontal dilution term} (3.2)
{vertical dilution term} {chemistry term}
{source term} = 2
2mu
2
{horizontal dilution term} El e‘Yz/zoy
y
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_L_[e-(H-z)Z/ZGZZ + e-(H+z)2/2022]

(vertical dilution term} = 3
z

{chemistry term} - Mx/u

Equation 3.2 can be generalized to represent the concentration at
the kth receptor due to a number of point sources averaged over a

number of meteorological periods (usually multiple hours).

n m
1
Cp = ‘ﬁf: Y. {source term} {horizontal dilution term} (3.3)
i=1 j=1 {vertical dilution term} {chemistry term}

= 1, n represents the meteorological periods

[N
|

j =1, m represents the various sources

This expression is the basis for the EPA multiple point source
Gaussian model PTMPT and is the basis for the model developed for
this project, i.e., GEM.

The major options of the GEM model are summarized below:

Plume Rise: Briggs 1967, Briggs 1974, TVA, specified
Mixing Height: horizontal, terrain conformal
Plume Centerline Trajectory: EPA, NOAA, ERT, Cramer

Plume Dispersion Standard Deviations: Turner, EPA 1976,
Pasquill, specified
Limited Vertical Mixing: Turner, reflection

Chemistry: exponential decay

For further details on the structure of the GEM model, see
Appendix A of this report, entitled "User Guide to the Gaussian
Fvaluation Model, GEM."
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3.1 Review and Analysis of the Options Used in Gaussian Plume
Models '

Because of its simplicity, the Gaussian plume model has
become a standard method for predicting pollutant concentrations
resulting from point source emissions. A number of modifications
have been suggested to add realism to the basic model, including
new horizontal and vertical dispersion parameters (oy, 0y), new
plume rise prescriptions, new treatments for plume trajectories
in complex terrain (needed to determine the height of the plume),
and new treatments for limited mixing (modifications of the ver-
tical dilution term).

Fundamental to the use of the Gaussian model is the pre-
scription of the dispersion parameters gy, oz. A methodology,
which will be referred to as the EPA Workbook prescription, was
proposed (Turner, 1970) to standardize the use of these parameters.
This prescription has been in wide use for the last decade. How-
ever, examinations of the current state-of-the-art (Pasquill, 1974
and 1976) have indicated that new formulations may be preferable
to the standard prescription.

3.1.1 Horizontal Dispersion Standard Deviation, Oy

Recent review of the lateral spreading of plumes in the at-
mosphere (e.g., Pasquill, 1974 and 1976) have indicated that
irrespective of sampling time (within the range of a few minutes
to an hour) and irrespective of surface roughness and stability,
the lateral spread, Oy, 1is roughly equal to the standard devia-
tion of the wind direction, Og» times the downwind distance, X,
times a "universal" correction factor, F(x); i.e.,

Oy = ogg-x-F(x)
The cy's proposed by EPA in 1976 (prepared by Pasquill) and
the oy's suggested by Pasquill in 1974 both use this formulation.

The major difference between the two prescriptions is in the values
of the correction factor, F(x), (see Figure 3-1), and the fact that
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1 10 100
DOWNWIND DISTANCE, X (KM)

Figure 3-1. Correction Factors for Estimating Lateral Spread of

a Plume, (Data Fit as axb by Authors).
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after 20 km the EPA prescription recommends incorporating another
term to include the total change in the mean w1nd dlrection over the
vertical depth of the plume, A6 (i.e., ¢ (o F(X) X + 0. 3Ae ) )

EPA Workbook values for Oy as a function of stability were
developed from both wind statistics and tracer studies for flat,
smooth (surface roughness parameter, z,, between 3 and 30 cm)
terrain. To compare the Workbook values with the newer methods,
values of 0g as a function of stability (and =z ) are needed. This
problem will probably be faced by users when only stability data
is available; however, as shown in Table 3- 1, a rough range of O
- as a function of stability was developed (Smith, 1972) and can be
used if measured values of 0y are not available.

Table 3-1. Standard Deviation of Wind Direction Fluctuations
0g as a Function of Stability Class, (Smith, 1972).

9
STABILITY DEGREES AVERAGE RADIANS
A >23° 0.40
B 18-23 : 0.36
c 13-18 0.27
D 8-13 0.18
E 4-8 0.10
F <4 0.065
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The average value of og for each stability class was used
to calculate the values of OY for the two new methodologies. A
comparison of the various formulations of UY are shown in

Figure 3-2 for stability classes A, D and F.

The slope of the curve for o for the proposed methods is
determined by the shape of the correction factor function F(x),
while the intercept is determined by the value selected for oy
as a function of stability. It is interesting to note that the

slope of the ¢, curves of the proposed new methods are less than

y
the Workbook estimates. Thus, both of the proposed formulations
suggest that the actual rate of increase in the plume width with
increased downwind distance is less than that suggested by the

standard Workbook Uy curves.

Closer examination of the wvarious Oy curves for all stabili-
ties indicates that the use of any method, given the approximate
value 04 as a function of stability (Table 3-1), will result in
displacement by mnot more than one stability class from the EPA
Workbook values after a downwind distance of a few hundred meters.
The new EPA proposed o_ and the Workbook values are very close,
with less than one-half a stability class displacement. Since the
designation of atmospheric stability is approximate, the difference
in Oy using the new EPA Oy's or the Workbook wvalues is small (when

using the average o4 values).

It should be noted, however, that even though the differences
in the values of o_ may be small, the resultant differences in the
values of the horizontal dilution factor (éL e-y2/20y2) may be
large (particularly when y2>0y2).

The increased accuracy in using additional site-specific
meteorological data (in addition to wind speed, wind direction,
and perhaps mixing height and stability class or lapse rate) makes
the two new proposed formulations for o attractive. However,
except for a very few limited cases (the St. Louis RAPS program
for example), the value of Og igs not measured, reduced, ox re-

ported in current field measurement programs.
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Figure 3-2. Comparison of Alternate Formulation for the
Horizontal Dispersion Standard Deviation.
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An attempt was made to compare the values of Iy derived
using data taken in selected field programs in complex terrain
or on the coast (i.e., NOAA-Garfield tests, and the ARB point source
tracer program at Moss Landing and Long Beach) with the various Oy
formulations (using average stability-dependent values for Oe).
As depicted in Figure 3-3, the results are inconclusive. The
large scatter of points and the uncertainty in their values (see
section 5.4) indicate that the hourly average data taken at a few
iocations (5 to 15 sites) may not be sufficient to characterize

the plume horizontal dispersion.

The collection of g data during future field studies would
allow the verification or updating of Table 3-1 and might indi-
cate the characterization of 0y as a function of land use (e.g.,
rural or urban), surface roughness or terrain variation as well as
stability class. Additionally, accurate determination of ¢

(with multiple pass traverses as used by Drivas, 1975) would help

in the selection of the correct value of the 'correction function,"”
i.e.,

_ -1 _-1
F(x) = 0y Oy X

3.1.2 Vertical Dispersion Standard Deviation, o,

The EPA Workbook curves for ¢, were developed using a limited
amount of tracer dispersion data together with theoretical treat-
ments assuming the properties of the wind profile over smooth sur-
faces (z5 = 3 ecm). The curves were developed for surface point
sources only, but were offered as usable for any source height in
the mixed layer. Numerical solutions of the diffusion equation
by F. B. Smith (Pasquill, 1974), incorporating the effects of
surface roughness and atmospheric stability, offer another ap-

proach to developing curves for o,. The value of o, can be cal-
culated as

g = Gzo(X)'f(X)'g(X) (3.4)
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where

oyo = the vertical dispersion standard deviation for
neutral stability and a surface roughness of 10 cm

f(x)

g (x)

the correction factor for other stabilities

it

the correction factor for other surface roughness

heights.

The values of g4, f(x), and g(x) are shown in Figure 3-4.

A review of recent theoretical and experimental work by EPA
(Pasquill, 1976) has indicated that modifications to the Workbook
values for ¢, may be desirable. The modification proposed for
the Workbook values can be described as

E
05 = (0,02 7 + 0.1 am2) (3.5)
where
OZO — the Workbook vertical dispersion standard deviation
g'(x) = the correction factor for surface roughness devel-

oped by F. B. Smith, g(x), normalized by the value
of the correction factor for a surface roughness
of 3 em

AR = the buoyant plume rise.

For urban areas, it is suggested that the value of g, (%) be half
of one stability class more unstable (to account for the increased
instability due to the urban heat island). Although the type of
averaging was not specified by EPA, it seems that in light of the
logarithmic nature of the o, curves, the geometric mean is the

appropriate average, e.g.,

5, (D stability, urben) = 4o, (D stability, rural)-o, (C stability, rural)

A comparison of the various prescriptions for o, over a smooth
surface (zO = 3 cm) for unstable (A) and stable (F) conditions,
jllustrates the differences between the three approaches (Figure

3-5). Notice that the slope of the o, curve suggested by Smith
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Dispersion, (F. B. Smith, Abstracted by Pasquill, 1974).

29

T T RS s e S = e



'sgaly UBQI[) PUB SBAIY [RIny I0]

{wo OOl = 0Z) SVIHV NVaHn

gNVy (wo € = 0Z) TvHNY "O04 N\b 40 NOSIHVdWOD R:|
(W) X "JONVLSIO ANIMNMOA

0oL oL L L0

| LI Bt N LA T T T 1 Y L

—--.- L) 1

oL

ALinavisad

ENE

ool

AL 11

________ [

—_______ 1

000t

wo 0001 = 02 Q3 "PUZ TTINOSYd === X ===
wa g =0z (3 PUZ 1HNDSV] e o cumom
wa goOL = 02 ‘Nv8HN (0=H V)96l Vd3 emna XX, w—

wo gooL = 07 ‘NVEHN {WO0L = H V) 9L6L VdI === + o—
wo ¢ =07 "TYHNY (WOOL =H V] 9£6l Vd3 = ====

NOOBYHOM Vd3 ==

Zp jo uosuedwio) G- 9In3Ig

{wo g = 07)
SyIHY VHNY 404 “0 40 NOSIHVAWOD 'V

(W) X "JONVLSI] anNIMNmod
00l ol L 10’
1 T L

S ETE VRS

0001

ALINEVLIS VY

00001

'3 'puZ TINDSVYd == ===

{ woot = HY 3SIY IWNTd JWNSSY)
a38040Hd 9£6l VdI om e o= =
HOOBHYOM V3 e

| ]

30



(Pasquill, 1974) is much less steep than the EPA Workbook values.
The collection of accurate field data at long range for extremely
unstable and stable conditions would help in selecting between
the two approaches.

An additional increase to the vertical dispersion, suggested
as a modification to the Workbook curves (Pasquill, 1976), is
the dispersion caused by buoyant plume rise, Equation 3.5. As
illustrated in Figure 3-5, this term is important only for small
0,, 1.e., for stable conditions and for distances less than a few
kilometers. TField data from large sources under stable conditions
would allow the verification of this theory.

The variation in the values for o, for rural and downtown
urban conditions is illustrated in Figure 3-5 for neutrally stable
atmospheric conditions (stability class D). There is only a small
difference between the curves proposed by Smith and the modified
EPA curve under neutral conditions (when the buoyant plume rise AH
is small).

Figure 3-6 provides comparison of the values of o, derived .
using data obtained during the ARB point source tracer program
at Long Beach, incorporating the various o, formulations (as-
suming urban conditions and no plume rise). After reviewing this
figure it is evident that the data collected during these field
programs are not accurate enough nor sufficiently detailed to
allow an evaluation of the proposed o, formulation.

Aside from the prescription of the dispersion parameters,
perhaps the most critical and uncertain issue is the prescription
for the height of the plume centerline above the surface (i.e.,
the variable H in the vertical dilution term). This issue can
be separated into two separate facets. The first is the calcu-
lation of the "effective stack height" or the rise of the hot
buoyant plume above the physical height of the stack; the second
is the trajectory of the plume centerline in mountainous or ’
"complex'" terrain.
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3.1.3 Plume Rise AH

The rise of the buoyant plume has been the subject of in-
tensive investigation (Briggs, 1969 and 1975; Montgomery, 1974;
Carpenter, 1971; Moore, 1974; Moses, 1961). Other approaches
used to predict the effective stack height include hybrid analytic,
finite difference methods (Winiarski, 1976), and two and three-
dimensional solutions of the Navier-Stokes equations (Sklarew,
1970; Liu, 1976). Since this study was limited to the investi-
gation and incorporation of existing methodologies, the latter
approaches (which are advanced "state-of-the-art") were not in-
cluded in our review.

Among the many plume rise formulas currently in use, the
ones proposed by Briggs and by the Tennessee Valley Authority
(TVA) are the most widely used. The formulas developed by Briggs
were derived primarily through theoretical considerations (Briggs,
1975); while the formulas developed by TVA were derived primarily
through the use of field data from large, coal-fired power plants
(Montgomery, 1974). Our evaluation was restricted to these two
approaches.

The formulation originally used by Briggs separated the
plume rise phenomenology into two cases corresponding to neutral

and unstable atmospheric conditions and to stable conditions which
are considered separately.

For the former case, neutral and unstable conditions, Briggs
derived the following formula

F1/3 2/3
Ah = 1.6 X (3.6)
where
= gV' (To-T5)/T5, the buoyancy
g = gravitational acceleration (mz/sec)
V' = the exhaust volume flux divided by m (V' also equals

Wr2 where w is the exit velocity and r is the inside
stack radius) (m3/sec)
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T, = the stack gas temperature (°K)

T, = the ambient air temperature (°r)

4 = the wind speed at the top of the stack (m/sec)
x = the downwind distance (m)

Based on early experimental evidence, Briggs concluded that the
final plume rise occurred at a downwind distance of ten stack
heights

1/3
final oh = 1.6 L (10 h)?/? (3.7

However, his later works, based on additional data, conclude that
the final plume rise occurs at a downwind distance that is a

function of buoyancy

1/3
final ah = 1.6 o= (3.5 x0?/3 (3.8)
where
x* = 14 F/8 for ¥<55
o = 34 F2/2  for F>55

Under stable conditions, Briggs derived an expression for

the final plume rise as

final sh = (2.6 to 2.9) (&> (3.9)
where
S = the stability parameter; S = g 2%a

3] oz

. a
a = the potential temperature (OK)

The factor of 2.9 was derived as a best fit to initial experi-
mental data; later data and additional theoretical considerations

have lead Briggs to recommend the lower value of 2.6.

The plume rise formulations developed by TVA are based on an
empirical fit to data taken under adverse meteorological conditions

at their large, coal-fired power plants.

For neutral conditions, -0.017 <3T4/9z <-0.0084 °c/m:

1/3
oh = 2.50 = x0-7% for x <3000 m (3.10)
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where

0Ta

is the ambient air temperature gradient (°K/m)
z

For moderately stable conditions, -0.0084 <3T,/3z <-0.0030:

1/3
b= 3.75 £ 50449 gor & <2800 m (3.11)

For stable conditions, -0.003 <3Ta/dz <+0.0087:

1/3
Ah = 13.8 F11 x9-26  £or % <1960 m (3.12)

TVA has not reported similar expressions for unstable atmospheric
conditions. For the final plume rise (at downwind distances
greater than 1824 meters), TVA recommends the use of g composite
formula

1/3
u

final ah = 173 £ exp (<64 564/52) for x >1824 m (3.13)

for neutral and stable atmospheric conditions.

A comparison of the latter Briggs formulation of plume rise
and the TVA plume rise equations are shown in Figure 3-7 as a
function of downwind distance. For both formulations the plume
rise is proportional to the plume buoyancy to the one-third power
(F1/3) and inversely proportional to the wind speed (u'l). In the
Briggs formulation, the final plume rise is dependent on the
initial buoyancy, but this is not the case with the TVA method.
Thus, it appears that the Briggs formulation is more general since
it treats all ranges of stack buoyancies, whereas the TVA formula-
tion is only valid for large power plants.

The final plume rise predicted by the Briggs and TVA formu-
lations are plotted as a function of potential temperature grad-
ient in Figure 3-8. Notice that there is a disparity between the
neutral-unstable Briggs plume rise formulation and his formulation
for stable conditions. A calculation of plume rise for slightly
stable conditions (Pasquill class D-E) could show large differences
depending on the formulation used.
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Figure 3-7. Plume Rise as a Function of Downwind Distance.
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Although both the Briggs and TVA formulations have been
subjected to extensive verification, it was felt that it would
be instructive to compare the plume rise actually measured in
field tests selected for this study with the plume rise equations
(Figure 3-9). Data of plume rise under unstable atmospheric con-
ditions were obtained from the Garfield field tests in complex
terrain. The range in the observed values is due to the diffi-
culty in separating out the effects of plume rise and the effect
of orographic lifting in the projected plume trajectory. The
remainder of the data was obtained from the ARB point source
tracer program of coastal sites at Moss Landing and Long Beach.
The overprediction of all models in the latter tests is believed
to be due to the influence of the inversion aloft (typical phe-
nomenon of West Coast meteorology) that restricts the buoyant
rise of the plume. Of the formulations considered in this study,
none incorporate this effect. From the limited data presented in
Figure 3-9, a tentative recommendation could be made to use the
Briggs 1974 neutral-unstable formulation for unstable atmospheric
conditions and the Briggs 1974 stable formulation for neutral and
stable conditions. For a more comprehensive discussion of plume

model wvalidation, the reader is referred to Briggs (1975).
3.1.4 Complex Terrain

The Gaussian model was developed originally to predict pol-
lutant concentrations over level or rolling terrain. The only
factors incorporated to determine the height of the plume center-
1ine above the surface were the physical height of the stack and
the buoyant rise of the plume. 1In recent years, interest in the
impact of pollutant emissions on the air quality in mountainous
(complex) terrain has led to the extension of the model to account
for the effects of complex terrain. The principal difficulty in
applying the model to complex terrain is the determination of the
trajectory of the plume and the value of the mixing height. A
number of approximations have been developed in an attempt to Té€-
tain the use of the relatively simple Gaussian model in complex

terrain. The major approximations are reviewed below.
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Perhaps the two most straightforward assumptions concerning
plume trajectory are that either the plume trajectory 1is conformal
with terrain (an assumption used in the EPA CAM3D model and the
NOAA model for neutral or unstable conditions) or that the plume
trajectory is horizontal regardless of terrain features (an as-
sumption used in the EPA C4M3D model for stable atmospheric con-
ditions (Egan, 1975) and in the Cramer model (Cramer, 1971) for all
atmospheric conditions). The assumption of a horizontal plume tra-
jectory can lead to the plume centerline impacting on the surface 1if
+he terrain is sufficiently high (see Figure 3-10); such plume im-
pacts can result in unrealistically large predictions for pollu-
tant concentrations. In an attempt to reduce the effects of this
plume impact, the NOAA complex terrain model restricts the plume
centerline height to a minimum of 10 meters, while assuming a hori-
zontal trajectory under stable atmospheric conditions. Another
formulation remotely based on theoretical considerations of po-
tential flow over ridges is the ERT model (Egan, 1975) which
assumes an intermediate trajectory halfway between the terrain
conformal and horizontal trajectories. Figure 3-10 summarizes
the various options discussed above. It 1s clear that under spe-
cific conditions any one of the above descriptions cf plume tra-
jectory may be correct; however, the authors have not seen convinc-
ing evidence for the use of any particular plume trajectory model.
Figure 3-11 compares the field data taken at Garfield during two
tests with the various plume trajectories discussed here. After
reviewing these results and other test data at the Garfield site
(all taken under unstable atmospheric conditions), it is felt that
the ERT model for plume trajectory comes closest toO predicting the

actual trajectory.

Another consideration, directly accounted for only in the
Cramer model, is a prescription for effective mixing heights in
complex terrain. The Cramer prescription assumes that the mixing
height is conformal with terrain except that it is never less
than the observed (measured value). Additionally, receptors lo-

cated on terrain above the observed mixing height are assumed to
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be above the mixing height and thus not impacted by the plume. Other
possible prescriptions include a horizontal mixing height or a mix-
ing height completely conformal with terrain. The horizontal pre-
scription is perhaps the most realistic under stable meteorological
conditions, but the use of this prescription will result in very
high concentrations for receptors on terrain near the top of the
mixing layers. A diagram of these various prescriptions is given
in Figure 3-12. It should be noted that the Gaussian model is

not actually applicable to complex terrain situations where high
wind shear and strong inversions can result in plume channeling

and other effects that produce non-Gaussian concentration pro-
files. The use of prescriptions for plume trajectory and mixing
heights are at best an ad hoc patch to extend the model into
conditions where it may not be applicable. Thus, the reader is
cautioned that the use of these models in complex terrain is at
best useful for approximate estimates and may result in large

errors with certain applications.
3.1.5 Limited Mixing

A frequent situation encountered in plume modeling is the
case of a plume trapped below an inversion. In this situation,
the vertical spread of the plume is limited between the surface
and the height of the mixing layer.

The EPA Workbook (Turner, 1970) suggests that for o, less
than 0.47 times the mixing height, the normal Gaussian formulation
is correct; while for 0, greater than 0.8 times the mixing height,
assume that the plume is uniformly mixed in the vertical. Mathe-
matically, in terms of the vertical dilution factor (Equation 3.1),

this can be expressed as

1 [ %20,2 | 22720,

{vertical dilution term} = o

for o, <0.47XH (3.14)

o~

o
oo
=

for 0, >0.8X
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For intermediate values of o, (0.8H>0, >0.47H , where X = height

of the mixing layer) , interpolation between the two solutions is used.

A mathematically more precise solution for the limited mix-
1ng situation can be derived using the method of multiple images
to satisfy the boundary conditions at the surface and the top of
the mixing layer. 1In principle, an infinite number of image
sources are required; however, the importance of each succeeding
image source quickly diminishes and the total number of images
can be limited (e.g., Cramer, 1971). The vertical dilution
term can be represented as

{vertical dilution term} = 33-[55 e-(Hi—z)z/zcz2

z [i=1
(3.15)

2,, 2
+>“5 o~ (Hi+z)“/ 20, ]

where
Hi = H, 2H-H, 2H+H, 4H-H, 4144,

As the latter terms become larger, the plume becomes uniformly
distributed throughout the mixed layer and the vertical dilution
term reduces to

. ) ) _ V2m or = 2
{vertical dilution term} = q 0.8H

Figure 3-13 presents comparison of the two methods, assuming a
ground level receptor (z = 0) and a number of effective stack heights
which are parameterized as B = H/H (i.e., for B = 1, the plume
height is at the top of the mixed layer; for 8 = 0, the plume is

at ground level). Except for plumes with effective stack height
near the top of the mixed layer (i.e., B >0.8), both methods re-

sult in approximately equivalent values for the vertical dilution
factor; while the differences at large B's are usually less than 10%.
Thus, it appears that the two methods are essentially equivalent

and the selection of a particular approach is a matter of computa-
tional efficiency and convenience.
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3.2 Modification of the Gaussian Evaluation Model for Grided

ReceEtors

The Gaussian evaluation model, GEM, was written as an
extension to the EPA PTMPT model, incorporating options that have
been proposed as improvements or additions to the basic Gaussian
model. 1In the course of this program it became apparént that a
modified version of GEM that would automatically calculate a
concentration distribution over an entire region of grided re-
ceptors (i.e., similar output to the grid type models) would be
useful for model validation and general impact analysis. Thus,
the GEM model modified for a grided array of receptors, GEMGAR, was
written. Instead of the individual receptor data required by the
GEM model, terrain height data must be entered. The values of
the grid spacing (DX, DY) and grid size (NX, NY) can also be se-
lected through simple input to the code.

The program output is in the form of a concentration array
(in ug/m3) that is printed from top to bottom in a format that is
distortionless on a conventional computer printer so that con-
tour plots, overlays, etc. can be made directly from the printed
output. Figure 3-14 is a diagram of the GEMGAR grid. A com-
plete description of the GEMGAR model is given in Appendix B,
entitled "User's Guide to GEMGAR."
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4.0 THE GRID MODEL IMPACT (INTEGRATED MODEL FOR PLUMES AND
ATMOSPHERICS IN COMPLEX TERRAIN)

The IMPACT model is designed to serve as a standard advanced
point source air quality model for the California Air Resources
Board and for the California Energy Resources Conservation and
Development Commission. As such, major emphasis was placed on
developing a well-structured code with user-oriented input and
outpﬁt. The code was developed in a modular fashion in order that
continued improvements in the individual modules can be incorpo-
rated without major revision of the entire code.
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L. 1 General Description of IMPACT

The structure of IMPACT differs from the Gaussian evalu-
ation model since the code is designed to solve the conservation

of mass equation

3Ci _ _ 9uly _ avCi  swCi + _E_(Kx a_C_-l+ ﬁ(Ky 3Ci)+ _B_(Kz BCi)
ot ax 9y 5z 9x X Yy oy 0z 0z
\_/_N
advection diffusion
+ 5S4 + aijCj + BijkCiCj
source term chemistry
where

Ci = the ith pollution species
u,v,w = the three-dimensional wind flow field wvectors
Ky» Ky, K, = the three-dimensional eddy diffusivity tensor
Si . = the source term for the ith pollution species
o, B = the chemical rate constants for first and

second-order chemical reactions.

This formulation allows the code to automatically treat single or
multiple point or area sources, the effects of arbitrary vertical
temperature stratifications (e.g., multiple inversions), shear
flows caused by atmospheric boundary layers or by terrain effects,
terrain channeling, and chemical transformations (such as those
creating photochemical smog). Thus, it provides a more realistic
representation of the actual real-world situation than the
Gaussian models which are steady state, assume uniform wind and
diffusion fields,and can incorporate only simple chemical reactioms.
The advantages of the grid model come, however, at the expense of
larger computer storage and run-time requirements, and increased
complexity in coding. Therefore, a major effort must be directed
at efficiency in computer storage and speed, as well as overall

accuracy.
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The basic structure
4-1, The shaded modules
code, with the remainder

and processing input and

of the model is illustrated in Figure
represent the major components of the
of the program directing program flow
output data. The five major modules

and available options are as follows:

® Wind field module (WEST) —— creates u, v, w field

e Diffusivity field module (DIFFUS) —— creates Kx,

Ky,

Kz field (options include: M/R, DEPICT)
® Source term module (PLUMER) —— locates pollutant emis-
sions from point sources (options include: Briggs, 1967;

Briggs, 1974; TVA; specified)

® Pollutant advection and diffusion module (ADH) —,

solves the advection and diffusion portion of

‘Equation 4.0

¢ Chemistry modules (CHEM) —— solve the chemistry portion

of Equation 4.0.

(options include: inert, S09 conversion,

GRC photochemistry, EPA photochemistry).

The remainder of this chapter will discuss the options investi-
gated and tested for each of the modules and the rationale for

selecting the particular method(s) in the initial version of IMPACT.
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4,2 Review of the Wind Field Module Options

A realistic, accurate treatment of the wind field is essen-
tial to any model that seeks to simulate atmospheric phenomena.
Thus, a wide range of models have been developed, from the sim-
plistic l/r2 interpolation of measured data to global climatologi-
cal simulation models. The focus of our investigation is narrowed
by the scale of the problem under consideration which is gener-
ally thought of as mesoscale meteorology (i.e., roughly a 100 to
1000 km2 area). Other criteria used for preliminary review were
that the model had to be non-proprietary, user-ready, efficient,
and tested to some extent. In other words, the wind module had
to be an existing model in the public domain. This initial screen-
ing resulted in the list of available wind field modules shown in
Table 4-1,

These models were then reviewed and the salient model char-
acteristics evaluated (see Table 4-1). Another level of screen-
ing was accomplished by addressing the need of the other modules
that interfaced with the wind field module, and the anticipated
use of the overall code. From these considerations two criteria
were established: the wind module must incorporate terrain
effects, and the wind field output must be three-dimensional.
These criteria were selected so that the overall model would be
capable of modeling flow in complex terrain and be capable of
modeling complex atmospheric conditions such as inversions aloft,
wind shear, and terrain channeling.

The evaluation of the selected models in Table 4-1 using
the above criteria resulted in the narrowing of the wind field
module selection to two models: WEST which is a submodel of the

DEPICT code (Sklarew, 1976), and MATHEW which was developed by

Lawrence Livermore Laboratory as part of their wind energy siting

program (Sherman, 1976). The sigma-coordinate models (Fosberg, 1976 .

Anderson, 1970; Liu's fine grid, 1974) all suffer from a lack
of vertical resolution. If versions of these models were develop-

ed that feature a three-dimensional wind field, a second look would
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be warranted since this model class incorporates the effects of
surface roughness, atmospheric pressure and temperature, and sur-
face heating in a direct manner. The other model, Liu's coarse

grid (Liu, 1974), is essentially an explicit, time-dependent solution
of the Navier-Stokes equation; with the incorporation of terrain
capability, this model might represent an accurate treatment of

wind field physics. However, the expense and complexity of this
approach would be so great as to render the overall code imprac-
tical as an applications-oriented air quality simulation model.

Both MATHEW and WEST are objective analysis wind field mod-
els. Both are three-dimensional and produce terrain-dependent,
divergence-free wind fields given observed wind data as input.
Both models follow a procedure of extrapolating and interpolating
the input data to develop a first estimate of the three-dimen-
sional wind field. The estimated wind field is then adjusted to
account for terrain effects and atmospheric stability consider-
ations constrained by the condition that the resulting wind field
be nondivergent. The exact procedure for determining each of
these steps differs in the two models; a discussion of the
structure of the two schemes is given below.

The theoretical basis for MATHEW was developed by Sasaki
(1970). A difference functional is defined to minimize the de-
viation of the adjusted wind field from the estimated field,
subject to the constraint that the adjusted wind field be nondi-
vergent., The form of the functional proposed by Lawrence Liver-
more Laboratory (Sherman, 1976) can be written

E(u,v,w,3) =J[ [ocl?‘(u—uo)2 + uzz(v—vo)2 + 0L32(w—wo)2
\Y
(4.1)

ou oV oW
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where

u,v,w = the adjusted local velocity components

u®,v°,w° = the estimated local velocity components in
the x,vy,z directions

A = A(x,vy,z) = the Lagrange multiplier

Q = Gaussian precision moduli taken to be

2 _ 2
a7 = 1/20i .

The values of g; represent observational errors and/or deviations
of the observed field from the desired adjusted field due to

empirical considerations of atmospheric stability.

The associated Euler-Lagrange equations whose solution mini-

mizes Equation 4.1 may be written as

2

2@1 (u—uo} - %% =0

20,2 (v-v®) - 2 =0 (4.2)
2 3y y

20c32(w-w0) -2 -

The equation for A is derived by differentiating the three
parts of Equation 4.2, and substituting into the continuity

equation
du 4 v, AW g (4.3)

to obtain

" 2
2&12 ax2 2@22 3y2 2a32 9z

[1 32 1 32>\+ 1 azx]

(4.4)

e} (¢} o
au v 3W
+ =

[ax + oy + Bz] 0
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This is a Poisson equation for A and may be solved iter-

atively, subject to the boundary condition

AL + B 3A - (4.5)

QU
:3>,>»

where
A =1; B =0, for flow-through boundaries
A =20; B=1, for solid boundaries.

Once X is determined, it is substituted back into Equation 4.2
to yield the adjusted velocity field.

The WEST adjustment model is mathematically similar to that
in MATHEW. However, certain dissimilarities between the two
models do exist. The estimated wind field is first adjusted to
obtain a global divergence-free field, i.e;, the flow through the
side boundaries of the computational domain are first adjusted
such that the amount of fluid entering the domain is equal to
the amount of fluid leaving. This is accomplished by summing
the product of the normal velocity component and its cell face
area along the boundaries and then dividing by the total boundary
area of the sides, i.e.,

ol
— .
ZgB . SA 8A : Outward normal
6Vy = Z A : Total area of sides

§B+: Velocity at boundary (inflow)

-5

sV 2Vp_-6A Vg_: Velocity at boundary (outflow)

and then adjusting the boundary cell normal velocities by ]

-> — . > — (SV /(SV );5

VB+-<SA = Vg, -0A (SV_/8Vy

> —r > — ;i

Vg "SA = Vg -8A  (8Vy/¢V.) !
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This procedure is followed primarily to speed convergence and
does not significantly effect the final flow field, since all
boundaries (except the surface) are unconstrained during the

iteration phase.

WEST also requires the local wind field to be nondivergent.

The adjusted nondivergent velocity components can be defined by

a=u’ +71
v=v2+7¥ (4.6)
we=vw +Ww
where
4, v, w are given by
Pl 3¢
u Tx 90X
I = 29 (&.7)
V= Ty 3y
= - 39
w=1, 32

Here ¢ is the perturbation velocity potential and Tx Ty2 Tz are
transmission coefficients based on temperature profiles obtained
from upper air soundings. The present assignment of transmission
coefficients was developed on the basis of numerical simulations
of idealized test problems and appears to be qualitatively correct.

The assignment of transmission coefficients is as follows (note,

Ty = Tx):
Atmospheric Stability A B C D E F G
1%/ Tz . .625 714 .833 1.0 250 833 2500

The requirement that the local wind field is nondivergent is given

by Equation 4.3.
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Substituting Equations 4.6 and 4.7 into Equation 4.3 leads
to a Poisson equation for the perturbation velocity potential

2 3¢ 9 3¢ d 3¢
[éx (Tx ax) + 3y (Ty 5;) t 3z (Tz 55)}

ou av® oW’ _
+[8x+3y+az =0

(4.8)

To demonstrate that the velocity iteration scheme in WEST is
a consequence of assuming that the perturbation velocity is
derivable from a potential function, we start by assuming a compu-
tational domain which consists of N computational cells and is sub-
ject to the condition that

>
Dn(U) = (V'u)n =0 n=1, ..., N . (4.9)
For simplicity we will assume a two-dimensional Cartesian geometry.
Then 1 = (u,v)

with U, the matrix, as follows:

. Up Ug ... ouy
Vi Vg oo .- .V
Let T =1 (¢)

with the specific relationship,

+—

u= Ve . (4.10)
Then, Equation 4.9 can be written

D (§) =0 n=1, ..., N (4.11)
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> . . .
where ¢ is the velocity potential vector whose elements are given

by the value of the local velocity potential

¢ = (4.) p=1, ..., N

n

To find ¢ subject to Equation 4.11, we may write

N
3D
_ Y| e 2
D_(3+58) = D, () + 5;;[(¢+6¢)m ¢m](a¢m)$'*°(g$ ) a2)

and let
D $|§$ 0 i §¢ is the change (4.13)
= i.e., is e ang 4.
n( ) 5 ]
in ¢ required to

satisfy Equation 4.10.

Substituting Equation 4.13 into Equation 4.12 yields

N
> [co+s0) - @ Pn) - 3
m=1[ m m] 3¢ = = Dp(e)
¢
which can be written
05 = - D (4.14)

where
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raDi/a¢1 9D, /36, ..... 8D1/3¢N-
3D, /30, 8D, /3¢, ..... 9D, /39y

D =
LaDN/a¢1 9D/ 80y ... .. aDN/aq)NJ
B = (Dn) n=1i, ..., N
58 = (s0,) n=1, ..., N

For W, it is probably not economical to invert the matrix 7.
If, however, we make the assumption that 6¢m is most heavily
dependent upon BDm/8¢m,we can write Equation 4.14 in the
form

— 3D
$ ~-D / EY) (4.15)
where
53 38, 0 38, 5, )

Since we are taking into account only the local rate of change, we
must iterate to allow the signals to propagate through the entire
computational domain. To determine _Eﬁ » we first write the finite

difference analog of Equation 4.9 assuming constant zoning
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1 1 :

L ol mu ) F e (Vi - Vi g) =0

§x i+3] . i-%] Sy ij+3 ij-% (4.16)
where

n= (j-1) I +1 and i=1, ., I

D
We then calculate (53) using the chain rule and Equation 4.16
oD, 4 ) ;L{3u1+%3 ) Bui_%ir . JL{BV1'+% . 3V45_3

To find the derivatives on the right-hand side of Equation 4,17
we make use of the finite difference analog of Equation‘a.lo

- - 1 . = 1 _
U35 = 3% Oaeig ~ %430 5 Wiozy T 8% iy 7 fi-ag)
Ve = = (0 $..) 5 v =L (.. - 6.1 )
ij+3 oy “Tijt1 ij7 0 "ij-% S8y " 7i3 ij-1
then
MWivgg M3y . | 2
3¢ij a¢ij o)
3ui+%j Bui_%j _ 2 (4.18)
a¢ij 3¢ij Sy
Thus
Dy _ [ 2 . 2 ] 26y2 + 26x°
=- |zt 3|~ 5.9
3¢ij ng} Syz 8% Sy (4.19)
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Substituting this relationship into Equation 4.15 leads to

2. 2
8¢, . = ——OX 8y D..
ij 2(6y2 + 6x2) ij

(4.20)

From the finite difference form of the terms in Equations 4.15

we find
u = u L S¢
i+3j i+3j 8§x ij
Uy s T ug .- 64 4.21
i-%] i-3j = §x “Yij (4.21)
V.. = v, . + L 8¢
1j+3 ij+2 © 8y “%ij
V.. = v - L o)
ij-% ij-% Sy ""ij
Substituting for 6¢ij from Equation 4.20 leads to
62 62
MLk e %x %y pk. . (4.22)

whsj © Ui+ 2(6y2 + sx2) i
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1f &x = 8y, then

+ - . .
uk 1 = uk .+ ox Dk. . where k is the iteration parameter.

i+3] i+33 4 Tij
The iteration then proceeds as follows: given an initial velocity

distribution, calculate

e The velocity change using Equation 4.22.

e Divergence using Equation 4.16

These steps are repeated until the desired convergence criteria

are met.

Because the velocity field is selected to be face-centered,
the boundary conditions are particularly straightforward. For
solid boundaries (terrain cells and the bottom surface of the grid),
the velocity is set to zero; for flow-through boundaries (sides
and top of the grid), the velocity is adjusted as for any other

interior cell (i.e., Equation 4.22).

It should be noted that an additional weighting factor is
included in WEST which allows the user to require that the
velocity wvector at observation stations agrees with the observed
value. Following Equation 4.22, the velocity at an observation

station is given by:

k+1  _ k §xX ok % o 5 ]
Uity = [(Ui+-;~j + 7 D) F wi+%jUi+—§~j}/{1'0 Wi
where
u? .. = the observed value at location i+3, ]
l+§J
wi+%i = the weighting factor assigned to the observation
" (0<W<1) .

This option is currently not available in MATHEW.
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The observed data needed by both WEST and MATHEW are pro-
vided by an 1nterpolat10n extrapolation scheme using available
information at a given site to determine the observed velocity
components at each grid point above the topography.

In MATHEW the surface wind data is first extrapolated on a
horizontal plane which is conformal to the terrain and located a
distance Z, above it,

O +,0 2
z(U-,v )Q/r2

L
u_ v cell faces = (4.23)
( %0 Zo) Zl/rz2 '
2
where
L = the index of the observation site
(UO,VO) = surface wind components at station &
r, = the distance from the %th station to the cell

face location of [u ,V .
ZO Zo

The values of (uz 'V, ) are then extrapolated in the vertical
using © °

+ (Vzo)i-%jSin(a(zij_zo>X](2}1)8 ' 20

o =

where o and B are obtained from smoothed upper air data.
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WEST, on the other hand, uses surface wind data and upper

air data directly at each station to obtain uo,vo,wo. That is,
0 o) 2
Z(U ,V ) /T
o oy k k PR
U _pap T
i-2] Zl/rz2
2
o) o) 2
Z(U k,V k) /rz
o} _ L ) (4.25)
V.. 1q =
13-%k 51/t 2
L
2
o —
Y iik-y - 0

Here, (UE’Vi)K are the actual wind components at the kth level

for the Lth station as obtained from surface and upper air data.
In lieu of upper air data, WEST also extrapolates upwards using
surface data in a manner similar to MATHEW and then interpolates

using Equation 4.25 to define the initial wind field.

The computational domain in both WEST and MATHEW 1s & rec-
tangular box set on the Earth's surface with the bottom of the
box located at the lowest topographic point in the area. The
dimensions of the box are determined by the specific application
and computer storage limitatioms. Within the computation domain,
the volume is subdivided into a rectangular grid with intervals
Ax,Ay,Az in the x,y,z directions, respectively. The indices
i,j,k in this section denote grid positions along the x,y,2
coordinates. The topography is represented by obstacle cells as
depicted in Figure 4-2, and represents the true topography within
the resolution dictated by the choice of Ax,Ay,Az. The velocity
components u,v,w and the transmission coefficient Tx,Ty,Tz &r€
defined at cell faces, while the velocity potential, ¢, or
Lagrange multiplier, A, are cell-centered quantities. Figure 4-3

diagrammatically presents the components of the computational cell.
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Figure 4-2. Two-Dimensional Example of Terrain
Representation in WEST and MATHEW.
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In summary, both models are mathematically similar. Both
interpolate and/or extrapolate observed wind data to obtain an
estimated wind field. Both then solve for a perturbation
velocity potential (Lagrange multiplier) to obtain corrections
to the estimated wind field, taking into account atmospheric sta-
bility and the presence of topography subject to the constralnt
that the resulting wind field be nondivergent. The principal
differences between the two methods lie in the treatment of the
transmission coefficients which are used to model atmospheric sta-
bility, and the particulars of the iteration scheme used to solve
the velocity potential. While MATHEW requires that these coeffi-
cients remain constant in space, WEST allows for spatial variation.
This means that the stability structure of the atmosphere can be
accounted for more realistically in WEST.

A comparative calculation was performed using surface wind
and upper air sounding data provided by Dugway Proving Ground
(DPG) in Utah, and by National Climatic Center (NCC). To initial-
ize both codes, the Rawinsonde at Salt Lake City at 1200 Z (0500
MST) was analyzed along with surface wind speed and direction
data for 16 stations situated in and around Rush Valley, which is
southwest of Salt Lake City. In Figure 4-4, the wind direction
and wind speed as functions of geopotential height are shown.
Figure 4-5 is a plot of surface station positions along with
their respective wind vector observation.

The Rawinsonde data was parameterized according to Equation
4.24 with o = 0.03 and B = 0.046, and were "hardwired" into WEST
so that the initial conditions for MATHEW and WEST would be identi-
cal. Neutral stability was assumed for both runs (i.e., a1 = ap =
a3 = 1, 14 = Ty = Tz = 1). This procedure was followed in order
to test the effects of using slightly different adjustment schemes.

Terrain data was digitized from USGS topographic maps on a

grid of 2.5 x 2.5 km. Figure 4-6 represents a perspective view
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Figure 4-5. Observed Wind Vectors at 10 m Height AGL.
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B. 5 km RESOLUTION

Figure 4-6. Dugway Topography at Two Resolutions.
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of the terrain data. To reduce the expense of the calculatibn,
the horizontal resolution was further reduced to 5 x 5 km by
performing a four-point smoothing of the data.

The computational domain in both codes was subdivided into
a 19 x 19 x 14 mesh with cell dimensions 5 km x 5 km X 200 m in
the x, y, and z directions, respectively. Both codes were then

run until the residual divergence error was reduced to order 10_4.

The results of this comparison are shown in Table 4-2, where
the minimum and maximum values of the v and w components of
velocity are shown for the wind field at the surface, middle, and
top of the computational domain.

Table 4-2. Summary of Results Comparing
MATHEW and WEST Using Dugway
Proving Ground Test Data.

WEST WEST
WEIGHTING WEIGHTING
POSITION IN MATHEW | FACTOR = 0 | FACTOR = 1
COMPUTATIONAL
DOMAIN MIN. | MAX. | MIN. { MAX. | MIN. | maX.
w velocity -0.81 1.24 -0.77 1.03 1.4 2.02
Top
v velocity -1.23 8.06 -1.07 9.44 -2.19 9.26
w velocity -0.49 0.66 0.74 0.66 -1.02  0.68
Middle
v velocity 0.0 114 0.0 116 0.0 12.2
w velocity -0.36 0.24 -0.42 0.24 -0.48 0.31
Surface
v velocity 0.0 9.14 0.0 9.43 0.0 9.94
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A weighting factor of unity forces the velocity vector com-
ponents at observation stations to remain unchanged, while a
factor of zero allows the vector to change as a result of the
adjustment procedure. The latter case most closely approximates
the MATHEW algorithm.

As can be seen in Table 4-2, specific values of w and v
may differ slightly, but the calculations are essentially

the same. These small discrepancies are attributable to the
differences previously noted in the adjustment schemes. The
WEST results associated with a zero weighting factor are most
similar to those produced by MATHEW. This result is not sur-
prising due to the mathematical similarity of the two codes when

the transmission coefficients were assumed constant.

As a result of the above analyses, it is felt that WEST will
provide greater flexibility, principally through the inclusion of
the space-dependent transmission coefficients., While MATHEW could
be reformulated to include this spatial dependence, the resulting
code would be WEST in a slightly recast form. Therefore, the
WEST model was incorporated into the new point source code, IMPACT,
and should provide a realistic wind field module suitable for

point source calculations.
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4.3 Review of Diffusivity Module Options

The dispersion of atmospheric pollutants can be modeled as
two separate processes, i.e., dispersion due to advective pro-
cesses (wind shear, convergence, and divergence) and dispersion
due to the turbulent motion of the atmosphere. This section
reviews the second process, that of turbulent diffusivity. It
should be noted that for point source modeling in complex ter-
rain, it appears that advective dispersion is dominant (Sklarew,
1976). 1In areas of homogeneous terrain where wind shear, con-
vergence, and divergence phenomena are less important, turbulent
dispersion will dominate. Therefore, the development of a point
source model applicable to all situations requires an accurate,
complete description of both phenomena. Current models of
turbulent diffusivity were examined and compared, with particu-
lar attention paid to the variability of turbulent diffusivity
with wind speed, atmospheric stability, and height. In additionm,
the ratio of vertical to horizontal diffusivity was examined.

There are several methodologies currently in use for devel--
oping diffusivity factors based on available input parameters.
A representative sample of the more common approaches are dis-
cussed below.

4.3.1 Gaussian Dispersion Standard Deviation

A relationship between the dispersion sigmas used in the
Gaussian models and the value of the associated eddy diffusivity

. . . . b
can be derived assuming a power law form for sigma, i.e., 0 = ax ,

;and a Gaussian solution to the conservation of mass equation
(Fabrick, 1974). The eddy diffusivity, K, is equal to:

K = Uba’ x2b-1 (mz/sec)

where
U = the average wind speed (m/sec)
X = the downwind distance (meters).
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An example of this procedure is shown in Figure 4-7 where verti-

cal and horizontal diffusivities were derived using the EPA Work-
book dispersion standard deviatioms, assuming a 10 mile-per-hour
mean wind speed. It should be noted that the diffusivity coef-
ficients derived in this manner are functions of downwind distance
only (except for the case where the coefficient b = %), being inde-
pendent of height. This is due to the uniform wind field assumption
of the Gaussian model which requires dispersion standard deviations
to account for the effects of wind shear and other spatial phe-

nomena that cause the plume to spread.

The ratios of vertical to horizontal diffusivities can be

written as

b a2
- 2z 2(b_-b
KZ/Ky g—;—z X ( z y)
yy

where
b b

c.. = a_x Y and o = a_ x
y y z z

Z

This ratio is independent of mean wind speed but is still a

function of downwind distance.
4.3.2. DEPICT Diffusion Coefficient

An approximate method for calculating the eddy diffusivities
was developed by T. B. Smith (1972) and adapted by Sklarew and
Wilson (1976) for the DEPICT model. The vertical diffusivity is
calculated using the following algorithm

K

, = K U ot (m2/sec)

where

cl
I

the wind speed at the point of interest (m/sec)
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Workbook Dispersion Standard Deviations.
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o = the standard deviation of the vertical wind wvane

fluctuation (radians) and is dependent upon sta-

bility as follows:
Stability A B C D E F
O 262 .237 .184 .119 .056 .023
9 = the turbulence scale length (meters), and depends

on both height and stability. This dependence 1s
shown in meters in the following table of turbulence

scale lengths:

Z (m) A B C D E F
10 18 15 12 10 8 7
20 30 25 21 18 16 14
30 41 34 29 25 22 20
50 62 52 44 39 35 31
75 84 71 60 52 48 43
100 105 85 74 64 59 54
x = Von Karman's constant, in this case taken to be

equal to 0.45.

In homogeneous terrain, the vertical variation in the wind

field can be expressed as a function of stability as

_ p
U = Uo(z/zo)

where
z = the altitude above ground level
U, = the wind speed measured at reference altitude z g
p = determined by stability as follows
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Stability A B c D E F

p .15 .17 .2 .26 .39 A48

Therefore, the vertical diffusivity can be expressed as

= P
Kz k Uo (z/zo) oL .

Horizontal diffusivities are calculated in a manner similar
to Lantz (Intercomp, 1975) using the relation Kx = uKz where o
depends on stability as follows:

Stability A B C D E F

o .5 .75 .9 1.0 1.7 2.1

Sklarew and Wilson used an empirical approach to develop these

coefficients.

4.3.3. Intercomp Diffusion Model

Lantz (Intercomp, 1975) developed a formulation for the
turbulent diffusivity based on fitting a finite difference point
source dispersion solution to the Turner (EPA Workbook) oy and o,
curves. This empirical approach lead to the following formulation:

Ky = KYO(UO/Uref)B

K = u_lK

where
a, B, v, Ky, = @ function of stability class, defined as
follows (in MKS units)
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A B C D E F
1/a | 10 2 0.7 0.2 0.05  0.0008
8 1.76 1.38 1.14 1.0 1.0 0.67
. 14 14 14 0.2 0.3 0.4
Kyo | 572 340 114 92 75 63
U o = 1 (meter/sec).

4,3.4 Myrup/Ranzieri Diffusion Model

Myrup and Ranzieri (1976) developed an approach based on
the Monin-Obukhov length for the lower part of the planetary
boundary layer and suggested an empirical approach for extending
the model to greater altitudes. Given a value of the Monin-
Obukhov length and the surface roughness z, the vertical dif-

fusivity can be expressed as:

- k Uxz R
K, 3.7 2/50) L>0 stable condition
K, =k Uz (1-15 z/L)llh L<0 unstable condition
z/L < =5
and
- _0.4 z\1/3
K, = 1.4 k Uyz ( T f) z/L > =5
where
k = Von Karman's constant, given as 0.35 by Myrup and
Ranzieri
z = the height above the roughness elements (meters)
zo, = the surface roughness (meters)
L. = the Monin-Obukhov length (meters)
U, = the friction velocity which can be approximated as:
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U, = k Uo/ln [zW/zO + 2/L (zw—zoﬂ

where

U, = the wind speed measured at height z (m/sec).

The relationship between the Monin-Obukhov length, L; the surface
roughness, z,; atmospheric stability; and the surface evaporation
rate is given in Figure 4-8. The relationship between land use,
surface roughness, atmospheric stability, and Monin-Obukhov

length was derived from the work by Myrup and Ranzieri and is
shown in Table 4-3.

An extension of the theory beyond the lower portion of the
boundary layer was made by multiplying the diffusivity as calcu-
lated above by a correction factor, q; with q defined as:

qQ=1 | z <0.1 z;

q= (1.1 - z/zi)‘ 0.1z <z <1.0 z;
where

z; = the mixing height,

In the current version of the model, provided by the Air
Resources Board, the following extensions are added.

e Inside an elevated inversion, the surface wind speed,
Up, is set to 3.0 m/sec; the Monin-Obukhov length, L,
is set to 20.0; and Z, the height above the surface, is
measured from the bottom of the inversion layer.

e Above an elevated inversion, neutral stability is as-

sumed, L ~« , and Z is measured from the top of the
inversion.
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Figure 4-8. 1/L as a Function of Pasquiil Stability Classes, (Myrup, 1976).
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4.3.5 Tensor Diffusivity Model

An extension of the work started by Mellor and Yamada (1974)
was recently proposed by Freeman (1976) where the second-order
closure of the turbulence transport equations in a density-strati-
fied atmosphere can be solved algebraically. The resulting dif-
fusion coefficients display the following properties:

e The local mean fields enter only through the Richardson
number, the magnitude of the vertical shear of the hori-
zontal wind, and the horizontal components of the wind
shear.

e All transport coefficients contain a length scale which
is a function of the height above the surface, the sur-
face roughness, and the height of the planetary boundary
layer.

o A diffusivity tensor is obtained in which horizontal
and vertical diffusivities can differ substantially.
Off-diagonal components are comparable to those on the

diagonal.

Unfortunately, only a limited number of examples have been run

to date using this approach.
4.3.6 Comparison of Diffusivity Formulations

The comparison of the various eddy diffusivity formulations
is facilitated by the fact that all show the vertical diffusivity
to be linearly proportional to a reference horizontal wind speed
in homogeneous terrain. Thus, the value of Kz/Uo’ a quantity
independent of wind speed (i.e., a normalized diffusivity), can
be compared. The comparison of the T. B. Smith formulation used
in DEPICT and the Myrup-Ranzieri (M/R) model (assuming no correc-
tion factor) for the first 100 meters 1is shown in Figure 4-9.

The M/R model uses one stability class more unstable for those

land-use categories located within urban areas to account for
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the urban heat island effect. Therefore, diffusivities

for the actual stability class and one stability class more
unstable are shown for the DEPICT formulation to providé a more
meaningful comparison. For all stabilities, the values pre-
dicted by the DEPICT formulation fall roughly in the center of
the values predicted by the M/R model and are similar to values
given by the M/R model for the light residential and park land
use categories. The M/R model shows a large range of values for
various land use categories ranging from over 40 m™/sec (1 mps
reference velocity at 100 meters AGL) for A stability, high
density residential or central business district land uses, to
less than 0.2 mz/sec for F stability, undeveloped open green or
agrlcultural categories. Similar DEPICT values vary from

16 m /sec for A stability to about 2 m /sec for F stability.

There are complications when comparing the values of the
vertical eddy diffusivities derived from the vertical dispersion
standard deviations developed by EPA or Pasquill (see section
3.2), and the values resulting from the DEPICT and M/R models.
These complications are caused by the fact that the former are
independent of vertical heights above ground and dependent on
downwind distance from the source, while the latter are just the
opposite, dependent on vertical height and independent of down-
wind distance. As an approximate comparison appropriate for
typical point source dispersion problems, we arbitrarily select
a reference datum at a vertical‘height of 100 meters and a
downwind distance of 5 kilometers. The resulting diffusivities

values for the various methods are shown in Table 4-4.

Except for the EPA values for A stability (the values of
g, are probably not valid at 5 km), all the methods show re-
markably reasonable agreement. The agreement of most values to
within a factor of two is all the more interesting, since the
various models are based on significantly different sets of
experimental data and theoretical considerations. The selec-
tion of another reference datum (if reasonable) is mot expected

to significantly change this observation.
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4.3.7 Variations of Diffusivity With Height

The variation of diffusivity with height 1s presented
schematically in Figure 4-10 for the M/R, DEPICT, and EPA dis-
persion o, models. 1In this figure, a slightly unstable layer
(Pasquill stability class C) is capped by a strong inversion
(class F) with neutrally stable air (class D) above. Note that
each model incorporates a different variation of diffusivity with
height. Below the inversion, the resulting stabilities are within
a factor of two of each other. (It 1is of interest to note that
the typical vertical zoning of IMPACT code for a point source dis-
persion problem is roughly from 25 to 100 meters.) The differ-
ence above the inversions are more significant and could change
the predicted air quality impact of plumes that penetrate the

inversion.

4.3.8 The Ratio of Horizomtal to Vertical Diffusivity

A comparison of the ratio of the horizontal (KX = Ky) to verti-
cal values of diffusivity‘(KX/KZ) is shown in Figure 4-11 as a
function of atmospheric stability. The ratios for the DEPICT
method were selected on the basis of empirical considera-
tions. The ratios for the Iﬁtercomp and SIG DIF models are
based on a best fit of the EPA Workbook curves with a finite
difference dispersion model. The EPA Workbook and the Pasquill
ratios are based on calculating the values of K, and K from
horizontal and vertical dispersion standard deviations for a
range (1 to 10 km) of downwind distances and, in the case of the
Pasquill formulation, a range (3 to 100 cm) of surface roughnesses.
(The values used for o, are given in Table 3-1.) The maximum and
minimum values of K./K, were then plotted. The shape of the curve
shown for the Pasquill dispersiom sigma's indicates a seeming physi-
cal inconsistency where the ratio of horizontal to vertical diffusi-
vity decreases as the atmosphere becomes more stable, suggesting

that the approaches for calculating Oy and ¢, are not consistent.
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Figure 4-10. Comparison of the Vertical Diffusivities Predicted by the DEPICT Model
and the M/R Model.
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Figure 4-11. Variation of the Ratio of Horizontal to Vertical Diffusivity
(KX/KZ) as a Function of Atmospheric Stability.
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- It should be noted however, that except for the Intercomp
model (Intercomp, 1975) and a similar approach used by Freeman
(1975), the ratios derived from all models are roughly the same.
Of considerable interest is that the preliminary values given by
Freeman's tensor model for very unstable and very stable cases
agree with the DEPICT model and the EPA Workbook sigmas. The
recommended values indicated in Figure 4-10 are based on a
linear fit between the extreme values. At present, there seems
no justification for a more precise fit, although thorough para-
metric studies using detailed models (such as the one prepared
by Freeman) and additional experimental data should allow addi-
tional refinement,
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4.4 Review of Pollutant and Advection/Diffusion Modules

The