6. Stochastic Finite Element Formulation

A key objective of this study has been to assess the effects of errors in the
formulation, solution procedures and input data on the predictions of the CALGRID model.
Even with the superior sampling efficiency of the new Hammersley-Wozniakowsky
method, introduced in the previous chapter, the processing time and storage requirements
needed to assess the effects of data errors on the predictions of complete airshed model are
prohibitive. Despite the difficulties the information is critically important in air quality
management studies and there is great demand for some answers. Given the weaknesses of
most previous attempts a totally new approach is needed. This chapter introduces a first
step towards realizing the goal of directiy quantifying the effects of error propagation. The
key idea is to start at the point at which the numerical form of the model is formulated and
build the uncertainty directly into the solution process. The approach is analogous to the
sensitivity analysis technique used by Milford et al. (1992) where both the solution and its
derivatives are calculated. The technique proposed in this chapter has its origins in
structural analysis where the goal was to determine how errors propagate through a

complex analysis.

At the outset the reader is encouraged to persevere with the mathematical derivations to be
presented in the following sections. Despite their apparent complexity the final algorithm is
in fact quite easy to implement and should be a part of the formulation of any new airshed
model. For additional background on the statistical concepts and mathematical methodology
the reader is referred to Spanos and Ghanem (1991) and Papoulis (1991) |

6.1 The Decomposition Method

The heart of the proposed approach is the decomposition method developed by
Adomian and co-workers (Adomian, 1983). Originally, this method was proposed as a
substitute for the perturbation techniques where the idea was to make the parameter
variations small enough so that the response of the model could be could be considered
locally linear. The problem with this technique is that even a linear differential equation
with random coefficents will have solution which depend nonlinearly upon the coefficients.
One example of this phenomenon can be observed in Figure 5.9. The key contribution of
Adomian (1990), was not to manipulate the problem into a form where linear perturbation
theory applied but to address the difficulty directly.
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In the following paragraphs, the basic ideas behind the decomposition method will
be given. As a starting point consider a linear partial differential equation of the form likely
to be encountered in airshed modeling. The presence of uncertainties or errors in the data
produces a situation where the governing system of equations must be treated as a
stochastic systems. A linear stochastic partial differential equations may be written in the
form, .

Lixu=g (6.1
where g may be stochastic, and the operator L can be decomposed into the time and space
operators. As an illustration the operator form of the CALGRID model is:

L,,,=%(—t-)- +V-u() - V-KV()

and

g =R[c,T;t]
where u is the flow fiedl, K the eddy diffusivity tensor and R the chemical reaction rate.
Because of the uncertainties in the data the system (6.1) can be further decomposed into the
deterministic (L) and zero-mean random (R) parts,

L[.x = Lt + LX
Ll = L[ + R[ (6.2)
L, = Ly +Ry

For example the diffusion coefficient might be written in the form K = <K> + K(®),
where <K> is the deterministic or expected value and K(w) is the stochastic fluctuation.
Now, if we assume that L, 1, L;!, and L,'! exist, then one can determine the solution of
{6.1) in the form

Llg-LRou-L' Lyu-L Ry,

Lilg-LiRyu-Li Liu-L{ Reu

o
Il

(6.3)

=
I

For convenience the the initial and boundary conditions have been included in the inverse
operators. Since u = Lt'x'l g, then equation (6.3) may have an equivalent form,

Lilg=L'g-LRLLg-L'LLike-L Relik & 64
Lilg = Llg-LiIRLikg-Ld LiLiye- L RiLise
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After adding the two equations above and dividing the result by 2, an operator equation of
LLx'l is obtained,

ko= I i) L R+ L+ RYLE - L R+ L+ RILE] 69)

The next step is representing L, ,x'l as infinite summation of operators multiplied by the
power of parameter, A. Thus, equation (6.5) becomes

L' +LY} -LR Ry
S arm, = 1 L+ L) - L R+ Le+Ry) 66

2 A Ha- L (Re+ L+ R) Y AT H,

Equating comparable powers of A, then

Ho = %—(Lil +L3),
Hy = - (1[0 R+ Lot RO+ L Ry + L+ R + 1Y), 67
H, = (1)* (%) ML (R, + Ly + Re) + L (Ry + Lo+ R)™ (L + L)

Therefore, the inverse operator is given by
3 < 1[, . ) )
Lk = T ()" L R+ L+ RY L Re+ L+ R (174131 68)
n=0

Adomian and Malakian (1980) also proposed an alternative approach. Instead of
decomposing the stochastic linear partial differential operator into ordinary differential
operators, they suggested a decomposition it into a deterministic partial differential operator
and a zero-mean random partial differential operator. After using a similar procedure, the
decomposed inverse operator can be written as,

Lh = ¥ ()r [LL R L (6.9)
n=0
This latter approach does not use the averaging method, however it is more difficult

to compute the series of operators. Both approaches must satisfy conditions inherited from
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the binomial expansion scheme condition. The necessary and sufficient conditions are
given in equation (6.10) and (6.11).

L (R + Ly + R + L) (Re+ L+ Rl < 1 as. (6.10)

Ly R < 1 as. 6.11)

The extension of the above procedure to the the non-linear case is presented in
Adomian and Rach (1983). The main idea is to make analytic expansions in the parameter A
for the nonlinear deterministic term N u and the nonlinear stochastic term M u. These
analytic expansions are called the Adomian polynomials (Riganti, 1987). In general the
inversion of the stochastic operator may always be determined by the decomposition
method, regardless the non-linearity .

A knowledge of the decomposition method is clearly not enough for solving the
stochastic model problem, because what is needed are the moments of the predicted air
quality distributions. For a Gaussian process, one can describe the solution completely by
calculating the first and the second moment of solution. However, one may need more than
the second moment for other processes. The issues then become how to handle more
deneral forms of the parameter distributions directly in the decomposition process. As
obtained from the decomposition method, the solution vector, u, may be represented by the
series,

ap + Ay, nh(g) +an, HMM(EJ) + ..

=
]

(6.12)

]

Y a3 Maea®)
k=0

where the coefficients a are deterministic vectors and the polynomials IT are simply the

homogeneous polynomials given by the equation

k
M. = [ & (6.13)

i=1
In the probability theory, the logarithm of a characteristic function is defined as the
cumulant generating function (Ochi, 1986) and it can be expressed in the form of a series
where the coefficient of each term is the cumulant. That is,
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y(®) = In o) = 2 (-‘—‘)—k, (6.14)
i=1 3

where §(t) = characteristic function, and kj = cumulant.
Using equation (6.13), the r-th component of u, u, can be written as
= POE (6.15)

where P() is the operator indicated by equation (6.12) as applicable to u,. Thus, the
cumulant generating function for u, is given by equation,

Ku() = etP? xy (6.16)

where Kg represents cumulants of vector €. The exponential operator can be expanding into

a series,

% P? = [1+x,P(')+-2Lxr X POPE + ] (6.17)

Thus, the result of equation (6.16) may be obtained by considering each term of operators
in equation (6.17). Because of the complexity of the algebra it is better to use symbolic
manipulation packages, such as Mathematica or Maple for carrying out the calculations on
equations (6.16) and (6.17), to obtain the cumulants of u.

Once the cumulants of solution are available, it is easy obtain the central moments of the

solution as,
(x - p)3 = ky = variance

)
(x-n)? =
Bx-u)?) = ke+3Kk7 (6.18)
H(x - 1)%] = ks + 10 ks k;
M)

H(x -

4, [

R

6] = ke + 15 kg kp + 10kZ + 15k, etc.
3 2
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There is another important aspect of the cumulants and the moments of the solution. Those
moments and cumulants can be employed to derive approximations of the probability
density function of the solution. Several series distributions have been suggested for
estimating the probability density functions (Ochi (1986)). They are Gram-Charlier,
Edgeworth, and Longuet-Higgins series distribution. A brief derivation for those series
will be given below following Ochi (1986).

Each of the three series distributions are actually functions of Hermite polynomials.
The Hermite polynomial of degree n, denoted by H(z), is defined as a function which

satisfies the relationship given by,

g‘;e-z*/z = (- 1) Hq(z) e-2*/2 n=0,12,. (6.19)

It can be shown (Ochi, 1986) that the polynomials,

1
T Hp(z) (6.20)

are orthogonal with respect to the standardized normal probability density function, &(2).

The Gram-Charlier probability density function is developed by applying the
concept of polynomials orthogonal with respect to the probability density function, and also
by assuming that an arbitrarily given standardized probability density function, f(z), may be
expressed in the following form,

flz) = aga(z) +a; x V@) + a2 2 D) + ... (6.21)

where

a, = unknown constants

oa®(z) = adzina(z)

Equation (6.21) is somewhat similar to the Taylor series, because it approximates an
arbitrary probability density function by expanding itinto the Gaussian probability density
function. Consequently, if one use equation (6.21) to express a Gaussian probability
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density function, then only the first term will be retained. The Gram-Charlier series -
distribution is clearly not the best choice.

Using the orthogonal property of the Hermite polynomials with respect to the
standardized normal probability density function, the unknown coefficients in equation
(6.21) can be determined. Thus, the probability density function of a standardized random
variable can be expressed as,

fio) = H=e-21+ 3% H3(Z)+ 3 Hy2)
Zn (6.22)

+ g-Sll()mzH(z)+m5 156r?4+3OH6(2)+ N

where m; = j-th moment of the standardized random variable. This equation is called the
Gram-Charlier series of type A probability density function (Ochi (1986)).

In several instances it is useful to express equation (6.22) in terms of the cumulants
rather than the moments. Equation (6.18) gives a tool for transforming the moments in
equation (6.22) into the cumulants. Thus, for a random variable with zero mean and
variance 62, it becomes

fo) = —k=c-r2et (1+ 2 1e /0 + M Re/0)

(6.23)
;‘fH(z/c)+(-7‘—6+7‘3)H6(z/o)+ ]
where
RSN ST ]
Aj = 7 o (6.24)

Another approach to the eapansion is the Edgeworth series distribution. The
primary difference between Gram-Charlier and the Edgeworth asymptotic expansions of an
arbitrary univarite probability density function is that the terms are taken in different order
(Trim, 1989). Edgeworth developed an asymptotic series probability density function of
distribution for the sum of random variables in connection with the probability law of
errors (Ochi, 1986). Thus, the assumption in deriving the Edgeworth probability density



function is that an arbitrary random variable, x, can be decomposed into the sum of
independent identical distributed functions (not necessarily normal distributions).
Furthermore, the variable x can be transformed into a standardized random variable, z,

_(x-np)
z = (6.25)

From the definition of characteristic function

et/24(t) = J et’/2+itzfizy dz (6.26)

and also from equation (6.19), the following Hermite polynomial formula can be stated,

2 H::('Z) = e (?/2)+12 (6.27)
n=0 :

CI / ¢ t - — \~" i t 6-28

where

= (- n.l_
= (1) mf H(z) f(z) dz (6.29)

Next, by considering equation (6.14), one may get

s & l>+ . 's
(2 61]_2% (i t)’) (6.30)

i=1

-] R 2
et /2¢(t) = Z (”)'
s=0

s!

then, from comparison of equation (6.28) and (6.30), the unknown coefficients, ¢, can be

determined, for example
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(6.31)

If one use equation (6.21) for expressing an arbitrary probability density function,
then the Edgeworth series distribution will have the same form with the Gram-Charlier.
Thus, in the case of zero mean random variable with variance 62, the probability density
function can be expressed in the terms of the parameter c,. That is,

=1 a-z?120° 1S
fia) = —=c 120 EO( " 2 Hy(z/0) (6.32)

The Longuet-Higgins series distribution is derived by considering the moments or
the cumulants generating function and expanding the exponential of the cumulant series into
a power series of the cumulants (Ochi, 1986). For a random variable with zero mean and
variance 62, the probability density function is given by the same formula as derived
through the other two approaches, equation (6.23) and (6.32). Those three probability
density function estimation methods retain only the first term in the case of Gaussian
process.

6.2 Algorithm and Implementation

By implementing the finite element method for generating the numerical
approximation of the functions in space, the partial differential operators in the
decomposition method become the matrix operators or the ordinary differential operators.
The stochastic differential model, after time discretization becomes,

M
I:Km"' 2 E.m K?\)} ut+A[ = g(uhf) (6‘33)

n=1

where K, is the mean matrix operator, Ky is the fluctuation matrix operator, and fis the
forcing vector. At this stage, the boundary conditions may be imposed on Ky, and each of
the K¢ matrices individually. Then, equation (6.33) can be normalized by multiplying
throughout by K1 to obtain,
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M
[1+ Y En Q(“)} u=h (6.34)
n=1
where
Q(n) = Kn'ml Kf(“)'

h = Kg'g
Obviously, the response vector u is a nonlinearly filtered version of &;. A straightforward

(6.35)

scheme for obtaining the response vector from equation (6.34) relies on performing the
decomposition method for those matrices operators to derive

o M i
u= ZO ¢ i }_;1 £, Q™ J h (6.36)

Equation (6.36) gives the response vector in its probabilistic form and one may deduce
from it the moments or statistical analysis of that response vector. The moment generating
function and the orthonormal property of the basis random variables in the series expansion
are the basic methods for performing such statistical analysis of the response vector (see
Figure 6.1.b and figure 6.2). Figure 6.1 presents a comparison between the stochastic
finite element algorithm and the Monte Carlo method. Each step of both methods is
equivalent, but the time required for performing such calculations is obviously different.

CALCULATE K.L
EXPANSION MATRIX

GENERATE RANDOM
EVENTS

SOLVE THE PROBLEM

FOR EACH EVENT SOLVE THE EQUATION

STATISTICAL
ANALYSIS

PROBABILITY SPACE

(a) (b)
Figure 6.1 Flowchart of the main steps of (a) Monte Carlo-based method and the

Stochastic Finite Element algorithm.

A general outline of the SFEM method can be seen in Figure 6.2.
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Figure 6.2 Flowchart of the Stochastic Finite Element Method (SFEM)
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6.3 Application of the Stochastic Finite Element Method to
Vertical Transport Module of CALGRID

The same example problem stated in section 5 will be solved by the SFEM. The
varaition in the predicted ground level concentration as a function of time are given in
Figures 6.3, 6.4, and 6.5 respectively. For comparison purposes the lareg errors bars
correspond to the systematic high and low bias in the turbulent diffusivity. The smaller
error bars indicate one standard deviation of the concentration from stochastic analysis.
Again as in the case of the Monte Carlo analysis the systematic bias severely overestimates

the variance in the predictions.

0.24 4 1 std.dev.
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Figure 6.3 Ground level concentration of 802 as a function of time for the case of
errors in the vertical turbulent diffusivity 6(D) = 20 %, o(k) = 0 %.%,
o(vg) = 0 %. The + standard deviation bars correspond to the solution

when the diffusivity is set at + 10.

Similarly, Figures 6.6, 6.7, and 6.8 show the concentration profiles of SO2 with
respect to the height, and all these figures support the discussion in chapter 5 on the relative
effects of systematics and random errors. If we compare the results against those shown in
chapter 5 we can see that the Monte Carlo and SFEM yield equivalent trends and numerical
values. The key difference is however that the SFEM procedure obtains the statistics of the
predicted concentration values with only one solution of the model.
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Figure 6.4 Ground level concentration of SO2 as a function of time for the case of
errors in the reaction constant i.e. 6(D) =0 %, o(k) = 20 %, o(vg) = 0 %.
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Figure 6.5 Ground level concentration of SO2 as a function of time for the case of
errors in the deposition velocity i.e. o(D) = 0%, o(k) = 0%, o(vg) = 20%.
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Figure 6.6 Concentration profile of SO2 at time = 19 hours for o(D) =20 %, o(k) =0
%, o(vg) =0 %.
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Figure 6.7 Concentration profile of SO2 at time = 1%hours for o(D) =0 %, o(k) =20
%, 6(vg) =0 %.
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Figure 6.8 Concentration profile of SO2 at time = 19 hours for c@)=0%,ck)=0
%, 6(vg) = 20 %.

6.4 Conclusions

Without a doubt the most important conclusion to be drawn from this chapter is that
the stochastic finite element method is approximately two orders of magnitude faster than
the Monte Carlo analysis procedures discussed in section 5. In addition there is also a
considerable savings in storage. The practical implications of the result is that the effects of
data errors can be built directly into the solution process at small additional computational
cost. Given the new algorithm a key observation is that there is now no reason why error
propagation cannot be treated directly. While the procedure would be difficult to apply to
the complete CALGRID model because of the design of the data structures future models
could easily incorporate the concepts introduced in the chapter.
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7. Application of CALGRID and Component Testing Using
SCAQS Data

7.1 Introduction

The report, up to this point, has dealt with evaluating CALGRID and its individual modules
using idealized problems. This is necessary because it is presently impossible to calculate
the exact solution to the governing set of equations in an actual setting. First, the values of
the variables used by CALGRID (or any other air quality model) are not exactly known.
For example, the available data does not allow us to know exactly the wind velocities at all
points, particularly above the surface layer. The effective vertical diffusivities are not well
established. (Furthermore, K-theory is an approximation to a much more complicated
process.) Deposition resistances are still only approximate. Emissions estimates are
questionable (NAS, 1991). In short, there are significant uncertainties in the inputs.

Compounding the problem further is that, even if the inputs and equation parameters were
accurately and precisely known, the analytical solution to the governing equations is not
known. Thus, the usual procedure, and a powerful one as demonstrated above, to estimate
error propagation and uncertainty is to develop idealized cases where an analytical solution
is known (or more readily approximated). These cases can then be utilized to find which
parts of a model, such as CALGRID, are responsible for the greatest uncertainty or likely
to generate and propagate errors. In the tests described above, horizontal transport was
found to develop the greatest error (particularly after the modifications to the QSSA solver
to utilize a predictor corrector scheme). At question, however, is, "What are the
magnitudes of those errors when applied to an actual simulation?” To this end, the data
from the Southern California Air Quality Study (SCAQS; Lawson, 1990) provides an
unparalleled evaluation set.

In this study, the SCAQS data has been used for evaluating CALGRID in two ways. First,
the CB-IV version of CALGRID was applied to the August 26-28, 1987 SCAQS intensive
measurement period. (Funding for the bulk of the model conversion to CB-IV and the
initial application to SCAQS was provided under separate contract by the California Air
Resources Board. This support is gratefully acknowledged. The module testing is done as
part of this project.) This application was used to test how well CALGRID could
reproduce the observations using the available input, and to test the sensitivity of the
modified QSSA solver to the choice of time steps (see Chapter 4 above). However, it is
recognized that the emissions data for that application likely understates the ROG and CO
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emissions, so it is not appropriate to determine model validity using that evaluation. In
essence, this application was primarily motivated to testing the modified QSSA solver.

A second question, and more relevant given the findings above, is, "How does the
horizontal transport scheme impact predictions?” In the previous tests, this one element
was found to produce the greatest error, and that other errors (e.g. from the chemical ODE
solver) were not exacerbated. To this end, a test case was designed to estimate how the
choice of horizontal transport algorithm might impact model predictions in an actual
simulation, again using the August SCAQS episode. The tests described above showed
that the Streamwise Upwind Petrov Galerkin (SUPG) method (Odman and Russell, 1990,
when applied to an identical grid as the Chapeau method, gave superior results, so it was
decided to compare predictions using these two methods, with no other changes. This
would isolate the uncertainties associated with the transport algorithm. (Note, while the
SUPG algorithm performed in a superior fashion in the tests above against known
solutions, and as will be seen below, also provides better predictions when applied to
SCAQS, it should not be taken that the SUPG results are correct. In fact, it is likely that
the SUPG method is still more diffusive than desired.) While it has been the intent of the
Error Propagation study to test the CALGRID model components as part of the CALGRID
system whenever feasible, it was not in this case. After studying the code structure, it was
determined that this test could be more readily conducted using the CMU modeling system
applied to SCAQS. Thus, the SUPG (Odman and Russell, 1990) and Chapeau function
(i.e. as used in CALGRID, STEM II, etc.) algorithms were both implemented in the CMU
modeling system using the SAPRC/ERT chemistry. (Note, the CIT model refers to the
particular formulation of the CMU modeling system as described in Harley et al. 1992,
The CMU modeling system is an extension to include other modules, e.g. for testing their
properties as described in this chapter.) For interest, the Smolarkiewicz (1984) method
(which is currently used in UAM and RADM) was also tested.

The two applications to test CALGRID model components are a unique way to test error
development and propagation in an airshed modeling system. Results of these tests,
outlined below, are indicative of where, and to what degree uncertainties and model-based
errors (as opposed to input errors) arise in actual model applications. First the test of the
ODE solver is briefly presented, followed by the test of the transport algorithms.
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7.2 Application of the CB-IV-based version of CALGRID and ODE
Solver Evaluation

A project currently being conducted (and near completion) by our group is to incorporate
the CB-IV chemistry into the CALGRID model (which was previously based on the
SAPRC chemistry). As part of that study, it was applied to the August 26-28, 1987
SCAQS episode. The results of that model application are found in Kumar et al. (1992),
and are briefly summarized below. Model performance for ozone predictions as compared
to observations was not good. However, the severe tendency to underpredict ozone is
likely caused by an underestimation of ROG and CO emissions believed to exist in the
inventory. During the conduct of that study (as well as this one) an updated version of the
CALGRID code was provided by CARB. One of the more major revisions was to the
QSSA ODE solver. As pointed out in Chapter 3 of this report, the original QSSA solver
could generate significant errors under certain circumstances. This problem was fixed by
modifying the QSSA algorithm to be a predictor-corrector method with automatic time step
determination. However, that modification led to a significant increase in computer time
consumption. As part of this study, the modified, predictor- corrector QSSA was further
analyzed for error propagation, and to decrease computer time requirements.

Tests of the modified QSSA solver incorporated in the CALGRID code showed that the
feature that automatically chose a time step could lead to an initial time step on the order of
0.0001 minutes or less. Typically, the time step was on the order of 0.1 minute. This led
to the large increase in CPU time. However, the previous tests (see Chapter 3.2) indicated
that with a predictor-corrector, acceptable accuracy could be achieved with much larger time
steps. It was decided to modify the QSSA solver to remove the automatic choice of time
step. Instead, a fixed time step was used. As before, however, the modified QSSA
retained the predictor-corrector feature (as opposed to just the predicting time marching as
originally incorporated). Next, the CALGRID code was tested to quantify how the choice
of time step affected predictions. This was done by applying CALGRID to the SCAQS
episode several times, with exactly the same inputs. The only difference was the choice of
fixed time step to be used by QSSA. This is a measure of how well the ODE solver works
in an actual application.

The results of this test are shown graphically in Figure 7.1. With the predictor-corrector
feature, the choice of time step between 0.1 and 0.5 minutes had little effect on the ozone
predictions. Thus, it was decided to adopt 0.5 minutes to minimize computer time. This

120



® Boving
o Pele Springs

[
Heaal ®lnd.c

Figure 7.1. Domain definition: the SCAQS modeling region covers a 400 x 150 km area
over southern California divided into Skm by Skm grids.
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cut the required computational time significantly from before, but it is still considerably
more than if the predictor-only QSSA solver is used (about a factor of two greater).

This test along with the tests described in Chapter 3 indicate that the modified QSSA solver
is not adding as much error as the transport algorithm (as is further demonstrated below).
Again, this study is relatively unique in that the test is performed in the CALGRID
modeling system, as applied to an actual episode simulation.

7.3 Error and Uncertainty Propagation from the Horizontal
Transport Algorithm

In the previous test, it was found that the horizontal transport algorithm used by CALGRID
(i.e. the Chapeau function scheme with non-linear filtering) could lead to significant errors
due to both dispersion and diffusion. Of note, it was found in the parabolic rotating puff
test that the algorithm could lead to both overpredictions and diffusive diminishing of the
peak. Non-linear chemistry did not significantly change this behavior. In those tests, the
SUPG method did not have such large errors. Thus, an interesting comparison is between
the two methods in an actual episode simulation.

In this project, we have attempted 1o test the model components in the CALGRID system.
However, the SUPG scheme is not fully split, i.e. it does not split the horizontal transport
into x- and y-linear operators. Instead, the algorithm does x- and y- direction transport
simultaneously, and allows for multiple scales. Inclusion of SUPG in CALGRID would
have required significant modification, and given the code structure, would have led, in
essence, into a new-generation model. This was determined to be prohibitive, and also
would not be the original test desired (i.c. no longer a test within the original CALGRID
modeling system). Instead, the chapeau-function based finite element method adopted by
CALGRID (and others) was compared against the SUPG using the CMU-modeling system
structure that readily accepted either algorithm. CALGRID is largely based on many of the
same principles as the CMU formulation (Yamartino et al. 1992), so this is a very
applicable test. Also, the Smolarkiewicz method was similarly tested because it is also
used by a number of air quality models. Again, the model was applied to the August 27-
29, 1987 SCAQS period. Thus, this is an evaluation of the the CALGRID transport
algorithm in an actual simulation. This test, a further description of the application of the
three algorithms, and the results, are described below.
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In solving the atmospheric diffusion equation, the CMU modeling system uses the operator
splitting method. As implemented, the Chapeau-function algorithm, as used in CALGRID,
and the Smolarkiewicz method, as implemented in UAM and others, advances the solution
in time as

™ = L, L, Lo (At)LyLycn (7.3.1)
The horizontal transport is split into two one-dimensional operators, Lx and L. It should
be noted that this type of splitting is not consistent with the most general boundary
conditions, though this appears to have little effect in general air quality modeling practice.
In the Chapeau function scheme, the positivity of the solution is assured by applying the
Forester filter, followed by a second filter if necessary. The Smolarkiewicz scheme, on the
other hand, is positive definite. The diffusion-dominated vertical transport has time scales
very similar to the chemistry. Also, the solution of a diffusive process involves an
exponential structure similar to the chemical decay. Therefore, chemistry and vertical
transport are combined in a single operator, Lc,. The resulting system is solved using the
hybrid scheme of Young and Boris (1977) for stiff systems of ordinary differential
equations. The hybrid scheme is one of the two in CALGRID. The condensed, lumped-
molecule mechanism of Lurmann et al. (1987) (also referred to as the LCC or SAPRC/ERT
mechanism) is used to describe the chemical kinetics. Other details of the CMU modeling
system as applied to this problem can be found in Odman and Russell (1991b) and Harley
et al. (1992).

The SUPG algorithm differs from the CALGRID implementation of the chapeau function
scheme (or the Smolarkiewicz scheme) in the way it treats the horizontal transport. The
transport operator, Ly, is two-dimensional and the solution is advanced in time as

e+l = Ly Les(ALyych (7.3.2)
The elements are selected from the bilinear interpolation function space. To avoid negative
concentrations, the linear SUPG solution is proceeded by a non-linear streamline filter.
This filter is a two-dimensional generalization of the Forester (1974) filter. The filter has
been further advanced to filter dispersive waves in the streamline direction only (Odman
and Russell (1992a). Other components of the CMU-system are the same as the CIT
model described by Harley et al. (1992).
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7.4 Model Simulations

The simulations focus on two applications: (i) transport of SO without chemistry, and (ii)
O, formation over the Southern California Basin for a 3-day summer period. The Southern
Califoria Air Quality Study (SCAQS) provides a comprehensive set of measurements for
these simulations during the 27-29 August, 1987 period. The Chapeau function,
Smolarkiewicz and SUPG algorithms are used in the simulations to compare their
predictions. A uniform 5 km grid is used to evaluate their performance. Meteorological
and air quality (O3) measurements for this period, and emission inventories for the region
were obtained from the California Air Resources Board. In addition to the routine
measurements, special measurements were taken during SCAQS (Lawson, 1990), which
augmented the data base significantly. Detailed information about these measurements and
input data processing can be found in Harley et al. (1992).

7.4.1 Modeling domain and grid systems

The modeling domain covers a 400 x 150 km region over Southern California (Figure 7.2).
The lower-left corner of the domain is located at 210 km Easting and 3680 km Northing
Universal Transverse Mercator (UTM) coordinates. The domain was divided into 80 x 30
cells of 5 x 5 km size for Chapeau and Smolarkiewicz tests, and 79 x 29 finite elements of
the same size for CMU model (this is because the SUPC calculates the concentrations at the
cell centers, as opposed to the nodes). Since the cells or finite elements are of the same size
everywhere, these grid systems will be called uniform hereafter. The height of the domain
is fixed at 1100 m. The heights of individual layers are, from the ground up, 38.5 m,
115.5 m, 154 m, 363 m and 429 m, respectively.

7.4.2 Comparison of the SO, transport simulations

In these simulations, the chemistry modules of both models are disabled to more readily
identify the differences in the solutions of horizontal transport. The initial SO,
concentrations (August 27, 0:00 hrs) are magnified by a factor of 10 in a region centered at
a coastal location (Long Beach), such that the SO puff has a conical shape with a base
radius of 20 km (4 Ax). The peak concentration is 50 ppb. The emission inventories
contain a point source at 510 km Easting and 3810 km Northing UTM coordinates,
emitting approximately 5.133 x 10-3 ppm-m/min of SO.

The transport of the elevated peak, as well as the emissions, is followed for the 24 hours of
August 27, 1987. During this period, winds are primarily northeasterly. Figure 7.3
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shows the contour plots of the predicted SOz concentrations averaged for hour 24:00 of
August 27 (1-hr average). The Chapeau algorithm predicts that the puff would expand as
far as Perris to the south and Banning to the east. The shape of the puff is elongated in the
southwest-northeast direction. Its peak concentration is 8 ppb. On the other hand, the
SUPG algorithm locates the peak in Riverside and maintains a more conical shape. The
puff covers a much smaller area and has a peak concentration of 20 ppb. When the
Smolarkiewicz scheme is used, the peak concentration is 16 ppb, and is located in
approximately the same location. This indicates that the Chapeau function and the
Smolarkiewicz schemes are more diffusive, and that the one-dimensional splitting may be
biasing the solution. The use of a two dimensional horizontal operator is computationally

effective, and removes this bias.

What happens to the puffs generated by the point source is also of interest. The Chapeau
function-based solution does not show the second puff that builds after the stagnant night
conditions prevail. The SUPG solution shows this puff with 4 ppb contour. The first puff
that built up during early morning moves out of the domain through the northeast boundary
in the simulation with the SUPG algorithm. The chapeau function scheme shows this same
puff with a peak of 4 ppb to the far northeast corner of the domain. One other result is of
significant interest here. There is a large SO, source near the original location of the
elevated puff. Both the SUPG and Chapeau schemes rapidly diffused these emissions
because the non-linear filters identified the emissions from this source as a dispersive
wave. This indicates that the use of a non-linear filter, while preserving positivity, can
over-diffuse a concentrated source. This would tend to make the schemes less useful for
determining the impact from single sources, such as a power plant. The use of such filters
must be scrutinized in situations where this effect is important, and would indicate that the
actual resolution of the model in those cases is limited to no better than 3Ax.

This test showed a southeasterly bias in the movement of the puff in Chapeau function-
based predictions with significant diffusion of the peak height. The SUPG scheme
predicted higher peak concentrations.

7.4.3 Comparison of the Ozone Formation

The formation and transport of O3 was followed over the 3-day SCAQS period. The
predicted Oj fields are displayed with contour plots of averaged concentrations for hour
14:00 in Figures 7.4 - 7.6. This hour corresponds approximately to the highest measured
(and predicted) concentrations.
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On August 27, the chapeau algorithm predicts an O3 level of 8 pphm around Los Angeles
with a low of 4 pphm northeast of Anaheim (Figure 7.4). The region to the cast of the
domain displays high O concentrations (~ 16 pphm) with a peak of 20 pphm northeast of
Banning. The SUPG scheme, on the other hand, predicts lower O3 (4 pphm) around Los
Angeles. Oj is higher to the northwest, along the coastline up to Ventura. Also, the
concentrations to the north are mostly higher. There is a distinct O3 contour of 12 pphm
over Mt. Wilson. Usually, O3 concentrations in the northeast are at the same level (16
pphm). The concentrations to the east and southeast of the domain are significantly
different. The single local peak of 20 pphm to the east of Banning in chapeau-based
predictions is split into two in the SUPG-based fields. One of these distinct peaks is now
in San Bernardino. Also, O3 in the southeast of the domain (Perris and Hemet) are
considerably lower. There is a distinct local peak (12 pphm) west of Indio. The
Smolarkiewicz algorithm produced fields similar to the chapeau algorithm, though slightly
more diffused.

In summary, when compared to the chapeau scheme, the SUPG algorithm predicts lower
03 concentrations in the vicinity of Los Angeles, east and southeast of the domain on
August 27. On the other hand the O3 concentrations are higher in the northwest, north and
northeast. In these regions, there are distinct peaks that the chapeau algorithm and
Smolarkiewicz method did not resolve.

On August 28, the differences between the simulations becomes more noticeable (Figure
7.5). The chapeau algorithm predicts an O3 concentration of 8 pphm over most of the Los
Angeles basin (e.g., Anaheim, Burbank, downtown Los Angeles, Long Beach and
Pasadena). The SUPG algorithm predicts concentrations of 4 pphm for this region. There
is considerably higher Os to the north (20 pphm in Mt. Wilson), to the northwest (16 pphm
north of Ventura) and northeast in the SUPG predictions. On the other hand chapeau-
based predictions are usually higher to the south and to the east. The 20 pphm-peak to the
east (Banning) in the CIT predictions is moved further up to the northeastern corner of the
domain in SUPG-based simulations. There is considerably more O directly to the
northeast of Los Angeles (Claremont) in the SUPG predictions.

On August 29, the O3 concentrations predicted by the algorithms are completely different in
the northern half of the domain (Figure 7.6). The chapeau-based algorithm predicts high
O, (16 pphm) to the northeast while the SUPG algorithm predicts only 12 pphm for most
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of the San Bernardino County. There is high O3 (24 pphm) to the north of Azusa, in the
mountains, according to the SUPG predictions while the chapeau algorithm does not
predict these peaks. Also, the SUPG predicts higher O3 in the Northwestern sites (e.g., El
Rio, Ventura and West Casitas). On the other hand, the chapeau algorithm predicts higher
O; (8 pphm) in downtown Los Angeles compared to the SUPG method (4 pphm). Peak
ozone prediction differences in some regions differ by up to a factor of 50% (with the
chapeau function having lower ozone predictions where the observations are high). Most
of the south and southeastern parts of the domain look similar in both algorithm
simulations, as well as the Smolarkiewicz scheme. The major differences in the predictions
for all three schemes are in the regions with the greatest concentration changes and detail,
i.e., where the second derivatives are greatest.

The trends observed for the 3-day period may be generalized as follows. The Os fields
predicted by the SUPG show more spatial variability and a wider range than the Chapeau
function-based model. The SUPG predicts higher Os to the north and lower O3 to the east
and south compared to the chapeau scheme. Harley et al. (1992) reported low predictions
compared to the observed concentrations in the northern measurement stations (Azusa,
Burbank, Claremont, Glendora and Pasadena) when using the CIT model. The SUPG
gives either the same or higher O3 levels in all these northern sites. It was also reported
that the chapeau function gives high O3 concentrations in the eastern (e.g., Banning, Hemet
and Palm Springs) and southern sites (Costa Mesa). SUPG predicts lower O3
concentrations in all of these sites. Figure 7.7 shows the time series plots of the observed
and predicted Oz concentrations in Claremont, Long Beach and Rubidoux. Comparisons
of the chapeau function and Smolarkiewicz algorithm-based predictions are given in Figure
= 8 for selected stations. The predictions of the SUPG are in better agreement with the
observations. Figure 7.9 shows the observed and predicted concentrations for Banning,
Hemet and Palm Springs. The SUPG predictions are lower, thus closer to the

observations.

All the above results suggest that the SUPG model improves the overall accuracy of the
predictions. For further insight, hourly predictions at all measuring stations (at 53 sites),
for the 3-day simulation are analyzed using scatter plots. In Figure 7.10, the predictions of
the CMU model with the SUPG using uniform grid are compared to the observed 03
concentrations. Figure 7.11 compares the predictions of the SUPG to the predictions of
the chapeau algorithm. The O3 concentrations are plotied only if there is 2 measurement for
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that hour at the specific location. The correlation between the two model's predictions is
not very strong.

7.5 Summary and Conclusions

The SUPG, Chapeau and Smolarkiewicz algorithms were applied to the August 27-29
SCAQS period using the CMU modeling system. The grid was a uniform 5 x 5 km
everywhere. The SUPG algorithm followed a puff, initially located at Long Beach, with
considerably less diffusion than the chapeau or Smolarkiewicz schemes.

When following O3 dynamics, there were significant differences between the predictions of
the three schemes. The differences became more obvious in the second and third days of
the simulation. The SUPG predicted higher O3 concentrations to the north of Los Angeles,
and lower to the east and southeast. Some of the systematic errors in CALGRID-based
routine may be due to the numerically diffused solution of the one-dimensional Chapeau
function scheme. Surprisingly, in rotating puff tests, the Chapeau function scheme is
usually able maintain peak heights (Chock, 1991). However, as discussed in Section 3,
the accuracy of the scheme drops sharply when a parabolic angular velocity field is used.
This result is important because schemes that are more diffusive than the Chapeau function
scheme in rotating puff tests are currently used in many air quality models (e.g., the
Smolarkiewicz scheme also tested here). In the applications to SCAQS data, the chapeau
function and SUPG schemes led to more diffused ozone fields, and the magnitude and
location of the peak ozone levels differed considerably. Differences in peak ozone of 50%
were found in some locations, particularly where the highest ozone levels were observed.
In these cases, the SUPG scheme proved to provide closer predictions. These tests
indicate that the more diffusive schemes may lead 1o less acceptable O3 concentration
predictions when numerical diffusion becomes much larger under the variable conditions of
actual flow fields.
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8. Summary and Conclusions

An extensive series of tests have been performed to quantify the error and uncertainty
propagation in the CALGRID model and its modules. Further tests have been performed
on calculating the sensitivity of the model calculations to different formulation of some of
the modules (e.g., chemical kinetics, horizontal wransport). Also, coding checks have
been conducted both with software pad and one-by-one by a programmer. Further,
recommendations an specific changes have been made to improve and understand model
performance (e.g., the chemical ODE solver, the use of a filter in the transport algorithm,
vertical transport solvers, etc.). Because of the importance of this project, and the
interesting results obtained as the project proceeded, the tests have gone well beyond
those originally proposed.

CALGRID was found to have utilized state-of-the-science algorithms for the time period
it was formulated (late 1980's), in a relatively modular framework. This made tests of the
model system, and its modules viable. The coding was found to have some nonstandards-
FORTRAN sections (e.g., mixed common blocks, tabs, etc.), but these slight irregularities
should not inhibit portability significantly given the robustness of most modern
compilers. Its structure, however, could require significant paging on systems with
minimal memory, thus increasing the run time. It has been successfully implemented on
a variety of computational platforms by this group and others. Computational
requirements are similar to other current photochemical airshed models (e.g., UAM, CIT,
and the CMU models). The formulation and implementation were, as intended, a
significant improvement over UAM, although some improvements are needed. The use
of binary files is cumbersome and inhibits portability of the files (not all systems, e.g. the
CRAY YMP, adhere to IEEE standards). Other input files, and the formatied equivalents
of the binary files, can be very bulky. Standards, across the air quality modeling
discipline, should be developed to rectify some of these problems. The bulkiness of
some of the files can be remedied by further consideration of the data accuracy, precision

and size.

Initial analysis of CALGRID suggested that the ODE solver used to integrate the
chemical dynamics, the horizontal transport algorithm , and the vertical transport scheme
would be the most likely sources of error. Efforts concentrated on quantifying the error
and uncertainty propagation from these routines. It should be mentioned, however, that
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there are inherent, un-resolvable uncertainties involved in air quality modeling due to the
stochastic nature of the processes being simulated. Also, some of the approximations
used to make the computational implementation practical add uncentainty (e.g. the use of
K-theory). This formulation uncertainty would add to the uncertainty and error evolving
directly from the computational implementation of CALGRID, as evaluated here.

The intent of the project was to analyze the error propagation from different modules
within the CALGRID system when possible. If that was not feasible, the algorithms were
tested outside of the CALGRID system, ¢.g., by implementing the algorithm and routines
against standardized problems for direct comparison with analytical solutions or one
situation where the solution is well approximated. For example, the ODE solvers were
tested against a classical stiff ODE technique. When possible, these problems were built
up to identify how the various modules would exacerbate errors from other modules. For
example, an investigation focused on whether errors in the horizontal transport algorithm
changed after interaction with the chemical ODE solver in the presence of non-linear
chemistry.

First, the stiff ODE solvers were tested, using a Gear routine (LSODE) as a basis. This
test, using a standard problem using two currently popular chemical mechanisms, showed
that the QSSA solver could generate significant errors under certain conditions (ROG rich
emissions). The use of the nitrogen-conserving constraint implemented in CALGRID
reduced those errors. The hybrid solver, also available in CALGRID (though the
documentation (Yamartino, 1989) appears to prefer the QSSA solver) was more accurate
and less prone to error propagation. Again, a nitrogen-conserving constraint that was
developed as part of this project improved accuracy. However, the hybrid solver was
slower (factor of 1.5 10 2) than the QSSA solver originally provided as part of CALGRID.
During the course of this study, CALGRID was updated, including a modification of the
QSSA solver to add a corrector step and automatic choice of time step. In the original
implementation, the QSSA solver was purely a predictor method with fixed time steps.
This change did make the routine much more accurate and robust, but increased computer
time by a factor of about 5 (significantly more than the hybrid solver). Tests showed that
in an actual simulation (i.e., application to SCAQS), that the automatic time step choice
often led to very small steps, and that little predictive performance degradation was found
by using a fixed time step (as used in the original implementation), along with the
predictor-corrector feature. This modification reduced run-time appreciably. These tests
suggested that in practice, the errors derived from the solution of the non-linear chemical

150



kinetics is on the order of 1 to 2% for ozone in the current implementation. Note, the
percent errors in species that are rapidly being depleted and have low concentrations can
be larger, though at those concentrations this level of error has little effect on the
dynamics of the more abundant species, such as ozone. This is found in other airshed
modeling systems, and the level of error is directly associated with machine precision.

Next, the vertical transport algorithm was tested and, for likely atmospheric conditions,
the errors are less than 5% when mixing is rapid. In passing, it is important to note that at
least 5 vertical cells, logarithmically spaced (versus constant spacing) are necessary to
provide acceptable accuracy.

The choice of algorithm to follow horizontal transport was found to add, and propagate,
the greatest error and uncertainty of any of the CALGRID components. Thus, maximum
effort was expended in quantifying the level of error and uncertainty, as seen by the
variety of tests utilized. The horizontal transport algorithm was evaluated using the
standard rotating puff test, a modified rotating puff test, stochastic solution of the
transport using finite elements, and testing of the algorithm and others against SCAQS
data.

One standard test used to identify errors resulting from the horizontal transport algorithm
is the rotating puff test. In this test, a puff is followed around a grid with a velocity field
corresponding to solid body rotation. Usually two revolutions are followed. CALGRID
uses a chapeau-function, finite element routine, with a Forrester filter to reduce dispersive
waves. If negative concentrations are still found after filtering, a second filter is also
used. In this study, the chapeau-function algorithm was analyzed using this test. Other
transport algorithms were tested for comparison. Similar comparisons have been
conducted by others, notably Chock (1991), with similar results. The result was that the
chapeau function algorithm was somewhat diffusive in this test, but less so than the
Smolarkiewicz routine used by other models (e.g. RADM and UAM). However, it was
slightly more diffusive than the SUPG scheme. The peak was diffused by about 30%
during the two revolutions. Note, that the implementation of the one-dimensional
splitting in CALGRID is not consistent for general boundary conditions, though this test
does not evaluate this problem (which should not be large).

As it turns out, the choice of a solid body rotation velocity field is very artificial, and the
one-dimensional operators (as used by CALGRID and other air quality models) perform
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particularly well in this test. Because of this, a modified rotating puff test was designed,
using a parabolic angular velocity field, to more severely test the transport algorithms. In
this test, the one-dimensional chapeau function algorithm (embedded in CALGRID and
other airshed models) did not behave as well. First, the predictions were seriously
aliased, resulting in a significant overshoot (17%). Then, the peak of the puff was rapidly
diffused (by about 40% from the peak). Also, the shape of the puff was seriously
distorted. The two-dimensional transport operator based on the SUPG method did not
show the overshoot, nor nearly so rapid diffusion of the peak. The Forrester filter used in
CALGRID led to significant artificial diffusion in this cross stream direction.

Another test combined the rotating puff with simultaneous solution of non-linear
chemical kinetics. This is an important test because the propagation of errors in different
species may interact, causing still greater etrors, or oscillations in the field (as has been
found for other algorithms). It also adds a rapid temporal variation in the structure and
magnitude of the components of the puff. Thus, it adds a level of severity to the rotating
puff test. In this case it was found that the chemistry did not add an appreciable error to
the results, and that the diffusion and dispersion of the transport algorithm, independent
of the chemistry, dominated.

A unique contribution of this research, described in Chapters 5 and 6, is the introduction
of some new computational procedures for assessing error propagation. These methods,
making use of stochastic finite elements, show considerable promise as a way to
quantitatively follow the effects of parameter errors. Using the vertical transport code
used in CALGRID, it was found that vertical diffusivity errors and uncertainties were
more significant than dry deposition and chemical conversion errors.

A final set of tests of the horizontal transport algorithm and chemical ODE solver were
conducted by application to simulating a SCAQS intensive measurement period. First the
CALGRID model was applied to SCAQS, following an initial, base case, application
supported by separate contract. Of interest here was the integrity of the modified QSSA
ODE solver. In these tests, use of a fixed time step versus automatic choice, was
analyzed, as well as the choice of fixed time step. A fixed time step of 0.5 minutes was
sufficiently accurate and have acceptable computational efficiency. In this application,
the level of error introduced was on the order of 1%. A more telling test was analysis of
the horizontal transport algorithm. As suggested by the previous tests, this would be the
area where the greatest error would arise.
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In the rotating puff test, it was found that the two-dimensional SUPG algorithm proved to
be significantly more accurate than the one-dimensional operator splitting method, using
a chapeau-function, finite-element algorithm adopted by CALGRID, when a non-solid
body rotating velocity field was used. While both were somewhat diffusive in those tests,
the SUPG was less so and also did not have the aliasing problems. The chapeau function
algorithm was tested alongside the SUPG scheme and the Smolarkiewicz method in an
application to the August SCAQS episode. The results of that comparison support the
findings of the rotating puff tests. The chapeau function scheme was found to be more
diffusive than the SUPG scheme. The comparison of the chapeau scheme to the
Smolarkiewicz scheme was mixed. Most notably, the peak predictions were significantly
lower in the chapeau-function simulations, as compared to SUPG, due most likely to
numerical diffusion. Also, some biasing, due to the use of one-dimensional operators in
the operator splitting, was noticed. While the ozone predictions in most of the region
compared well between the three schemes, peak predictions in the regions where the
observations also peaked were significantly less (about 40% in peak locations) using the
chapeau and Smolarkiewicz schemes in comparison to the SUPG method. This would be
the origination of the most significant amount of model-specific error. (Note that the
errors in the model inputs are likely to be at least as big.) The SUPG-derived solution
should not be taken as exact, and likely also includes some numerical diffusion. Thus,
the fields should likely have even greater horizontal structure.

In summary, CALGRID can be an effective air quality model, with errors typical of most
of the photochemical models currently in use. The horizontal transport algorithm is likely
the largest source of error and uncertainty propagation, and the use of the non-linear filter
will likely over-diffuse the emissions from some point sources. On the other hand, the
transport algorithm is less diffusive than others currently in use, e.g. SHASTA and the
Smolarkiewicz schemes. The code itself is relatively portable, though some non-standard
FORTRAN statements were found. CALGRID should provide acceptable performance
on most computational platforms, in terms of algorithm accuracy and efficiency, for use
in typical photochemical air quality model applications.
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TECHNICAL NOTE

A COMPARISON OF FAST CHEMICAL KINETIC SOLVERS
FOR AIR QUALITY MODELING

MEHMET T. ODMAN, NARESH KUMAR AND ARMISTEAD G. RUSSELL

Department of Mechanical Engineering, Camegie Melion University, Pittsburgh, PA 15213, US.A,

Abstract - Two methods for solving stiff sysiems
nonlinear chemica] kinetics in air quality models,

of ordinary differentia) equations describing
namely the hybrid and the quasi-steady state

approximation (QSSA) schemes, are compared with respect 1o their accuracy and computational speed.
Their implementation for parallel and vecior processing computers is discussed. Tests are conducled

using two different photochemical mechanisms.

Also, 8 new test problem is developed 1o represent

various degrees of stiffness encountered in urban and regional air quality simulations. It is concluded
that the hybrid scheme is more accurate than the QSSA scheme. Different techniques are considered to
eliminate mass conservation errors and make the solutions more sccurale. As for the compulational
efficiency. QSSA scheme is approximately two o four times faster than the hybrid scheme.

Key word index: chemical modeling, photochemical kinetics, photochemical mechanism, stiff ordinary

differential equations.

1. INTRODLCTION

The photochemical reaction mechanisms used in
urban snd regional air quality models are usually designed
10 follow 20 to 100 pollutant species. The equations
describing the interactions between these pollutants are
coupled, nonlinear ordinary differential equations. The
spatial dependence in air quality models requires the
solution of this system of equations a1 thousands of
points in space. Typical simulations spread over several
days and the sysiem may become extremely suff
depending on the ume of the day. When solving sulf
systems, temporal scales must be kept very small 1o
avoid numerical instabilities. Even with condensed
resction mechanisms, the numerical treaiment of
chemical kinetics 1akes approximately BO 1o 90% of the
tolzl computation time in current photochemical air
quality models.

Given the compulational intensity of solving the
chemical dynamics, the numerical algorithms must be
very efficient 10 ensure valid resulls in a reasonable
amount of time, without sacrificing accuracy. Classical
algorithms can be prohibitive to current computers. In
this study. two of the most widely used fast
photochemical kinetic solvers are compared for accuracy
and speed 1o ascertain their reliability and effectiveness
for use in air quality models.

2. DescmirTiox OF FaST CHEMICAL KINETIC
SOLVERS

Given a set of initial concentrations for N pollutants

where ¢; is the concentration of species i, and F; and Lje;
are its production and loss rates respectively. Equation
(1) is a set of coupled, nonlinear ordinary differential
equations. This system displays numerical stiffness due
1o iarge differences in the reaction rates of different
species in a typical photochemical mechanism.

Classical methods for solving stiff systems are
subject 1o very small step size limits. Gear's method
with automatic step and error control can provide
solutions of high sccuracy. However, in photochemical
models where 20 to 100 pollutants are being followed
inversion of large matrices or solution of large sets of
nonlinear equations repeatedly at thousands of grid
points may become restrictive. Therefore, Gear's method
is not practical 10 use in air quality models.

Fast solvers are techniques that do not require time
consuming malrix inversions to solve equation (1).
Table | lists the solvers used in various urban and
regional air quality models. Here, the hybrid [Young and
Boris, 1977) and the Quasi Sicady State Approximation
(QSSA) schemes [Hessrwed! el al.. 1978] will be
discussed. Ti should be noted that, if F; and L; were
constants, Equation (1) could be solved analytically as

TABLE 1. Chemical Kinetic Solvers Used in Air Quality
Models.

Air Quality Model Chemical Solver Reference

and a mechanism describing how 'l.hese pollutants react CALGRID Hybrid & QSSA  Yamartino ef al., 1989
chemically, the problem of following the photochemical CTT Hybrid McRae e al., 1982
Kinetics can be cast into the following form RADM QSSA Chang i al., 1987
; ROM SSA Lamb, 1983
% = Fier. ca o ) - L1 €2 ) o Sillman&Logan Con?emiona] Sillman ef al., 1990
STEM QSsA Carmichael et al., 1986
UAM Conventional  Morris &Mvers, 1990
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c@)=Fiv+[c(O-Fiden @)

where 1; . the reciprocal of L; , is the characieristic time
for the decay of species i. Both methods use certin
characteristics of the soclution in Equation (2) for fast and
accurate inlegration.

2.1 Hybrid Scheme

The hybrid scheme predeiermines the lime step such
thal none of the variables will change by more than a
prescribed amount. Then, it classifies the equations as
stiff or non-suff based on the step size 1o characieristic
time ratio. If the time slep, At , is larger than the
equilibration time, t; , the equation is identified as suff.
The non-stiff equations are integraied with the following
prediclor-mulii-corrector algorithm:

«

Predictor:
g=ct +& (Fr.ct /). (3a)

Cormector:
glect +N (F it F -l IT)I2, (3b)
where superscript # refers W lime i . n +] to ime ! + A!

and * 10 the predicted solution. Stiff equations are
integrated with the more accurate asympiotic formula:

Predictor:
c.-’:"' - & )+2F.-"t.'A'. (42)
2t + At
Correcior:
dd:ﬁ.(tgﬂ;. M)+ & (FPeFy(a+1)/2

T+ A (4b)

It is this formula that maintains high accuracy for siiff
components withoul restrictive time step requirements,
and damps out oscillations that may lead 1o inswbilities.
Convergence of each class of equations is ascertained by
comparing the concentrations after successive
iterations.

When a stifl equation is far from equilibrium, the time
step should be less than or comparable to the
equilibration time 1o ensure thai the transition (o
equilibrium can be followed accurately. However, when
it is close w equilibrium, the changes in ¢ over the lime
step will be small though the adjustment rate toward
equilibrium can be much shorter than the time siep. Afler
readjustment, much longer time steps can be taken. The
method takes full advantage of this fact, which furthers
efficiency, particularly for rapidly reaciing species.
because their readjustment takes place faster.

Some rapidly reacting components in the mechanism
may be identified, before hand. as steady staie species.
Since the transients associated with these components
decay almos! instantaneously 1o their equilibrium values,
they msy be eliminated from the computations of the
hybrid scheme above, leaving behind & less suff system,
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and their concentrations are calculated based on the
assumption of equilibrium:

g =Ft. (&)

This treatment may considerably increase computational
efficiency, especially, for photochemical mechanisms
with large number of species.

2.2 Quasi-Steady State Approximation (QSSA) Scheme

In the QSSA method, depending on the time siep o
characteristic time ratio, the following explicit formulas
are used for calculating the concentrations:

d'=F"T, & /47> 10 (63)
SV Fr T+ (ct-FAC ) e 001 cAr /1) <10 (6p)
r=ct + A (Fl-cl /) A /1< 0.01  (p0)

The exponential solution of Equation (6b) is exact under
the assumptions of constant Fjand L;. Solutions of
Equations (6a) and (6¢) are used o improve efficiency. In
parallel processing. or when microprocessors that can
rapidly evaluate exponential functions are present, the
accuracy of QSSA method may be improved by
eliminaling these less accurate, simple formulas.

For species with A1 /1; > 10, calculating ¢ based on
the steady state assumption of Equation (6a) introduces
an error less than 4.5 x 10°3% relative to the
exponentia) formula in Equation (6b). The simple Euler
integration formula in Equation (&c) introduces an error
of (Ar /1 )2 72, i.e., less than 5.0 x 10-3% when At 11
< 0.01. Here, 10 improve efficiency, the scheme was
modified by introducing the asympiotic formula:

c,"‘lgc" (217- A )+ 2F 1t L 0.01 <€‘.l < 0.085. (7)
27 + A ]

The error inwroduced by this asymplolic approximation
is (o /1 )3 7 12, therefore, the same magnitude of error
a5 in the equilibrium and Euler formulas (5.0 x 10°3% ) is

obtained by setting the upper limit for Ar /1; to 0.085.

The QSSA method employs a predetermined time step
that is kept constant throughout. There is no mechanism
to adjust the time step using the convergence
information as feedback. Therefore, accuracy and
stability of the method we highly dependent on the
choice of the time step. Hesstwed: et al. [1978], from
experience, suggest that a 30 sec time siep would be
appropriste throughout most simulations of
photochemical air poliution.

2.3 Mass Conservarion Techniques

Conservation of chemical balance is a very important
characteristic required from kinetic solvers, however,
neither of the methods described above is strictly mass
conservative. The hybrid scheme has s built in feature of
reducing the step size if convergence carmot be achieved.
This feature can be further exploiled 1o keep the
conservation errors within tolerable limits. With the
QSSA scheme, the errors are more pronounced and may
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even lead 10 instabilities. One way of dealing with this
problem is to decrease the step size. However, this
solution may not always be desirable, especially when
efficiency is of primary concem.

Two techniques that maintain chemical balance
without adjusting the time step will be considered here.
The first one climinates strong couplings between
species by lumping them together in new variables. The
conservation error during the time siep from n wna +] is
estimated as

[
o= [a-a-aF-arw)] @

d=]

where M denotes the number of species being lumped.
Hesstwed: &1 al. [1978) suggest that conservalion errors
originate mainly from the prediction of NOy (NO and
NO32) concentrations. To mainlain nivogen balance, all
the nitrogen oxides are lumped together and the
estimated ervor is subtracted from NO2 concentraiion.
When the sysiem runs out of NO2, NO is used o mainain
the balance.

The second lechnique, resiores the balance by
yedistributing the conservaiion errors proportionally
among various species in s mass-conserving manner.
The concenations a1 time n+1 are corrected as:

o
2 ar
[t Doomens = c1t21— CH

¥y a

Am]

where M denotes the number of species whose
concenurations are being corrected. The major fault with
both techniques is that a portion of the errors is
incorporated into concenurations from which the errors
may not have arisen. Because they use lincar operaiors,
both techniques are computationally very efficient.

3. NUMERICAL TESTS AxXD RESULTS

The performance of fast solvers described above is
evaluated using two common photochemical
mechanisms for urban and regional modeling. The first
mechanism, refered 10 as LCC here, is the SAPRC/ERT
condensed chemical mechanism developed by Lurmann et
2l [1987). There are 95 reactions and 36 species in this
mechanism. The second one is the carbon bond
mechanism, CB4, as given by Gery e al. [1989]). It has
81 reactions and 32 species. These mechanisms differ in
lumping procedures used 1o limit the number of species
and reactions. The LCC mechanism groups similar
organics in lumped molecules, while the CB4 uses
grouping according 1o the number and type of carbon
bonds. A comparison of the predictions from these two
mechanisms can be found in Milford ei al. {1991] and
Dodge [1989]). I is also imporianl to noie that in
hybrid scheme solutions here, some species were
explicitly assumed to be in eguilibrium with others.
There are 9 such species in the LCC mechanism: OH,
O(3P). O(1D), two general ROz's, alkyl nitraie RO2.
phenol RO2, benzaldehyde N-RO2 and the phenoxy
radical. In the CB4 mechanism there are only 4 steady
siate species: OH, O(3P), O(1D) and the NO 1o nitrate
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operation that eliminates most peroxy radicals by
substituting the specific organic products they form
during NO to nitrate formation.

The accuracy of predictions will be evaluated in
comparisons 1o the solution from Gear's method. The
Gesr solver used here is the Livermore Solver for
Ordinary Differential Equations (LSODE) with automatic
method switching for stiff and non-stiff problems
[{Hindmarsh, 1980). The estimated local error in
conceniration ¢; , is controlled by two inpul parameters,
telative (RTOL) and absolute (ATOL) tolerances, in the
form

emor = RTOL , ¢; + ATOL (10)

In all problems here, the values of RTOL and ATOL are
set 10 1073 and 10°9 respectively. Also, no explicit
steady siate assumptions are made in any of the LSODE
solutions.

Efficiency comparisons are based on CPU times spent
in scalar and vector processing modes of a CRAY
YMP/832 computer. In scalar mode, both methods were
tested in their original form: the code for hybrid scheme
was obtained from McRae et al. {1982] and QSSA from
Yamartino et al. [1989). For testing in vector
processing mode, significant effort was spent for code
optimization [Pacific-Sierra Research Corp., 1989). The
first two test problems are simple problems tha give
imporiant accuracy information. A third test problem
was designed to test the performance on a vecior
processing computer over & wide range of atmospheric
conditions.

3.) Accuracy Test with LCC Mechanism

The sample problem given by Lurmann et al. [1987] was
used as the test case with the LCC mechanism. In this
problem, photolytic reaction rates are calculated a1 2
constant solar zenith angle of 0° and the temperature is
kept constant at 298 K. The initial concentrations of the
species are given in Table 2. There are no emissions or
deposition. Al integrators, including LSODE, are called
at 5 min intervals. The solution obiained from
LSODEafter 8 hrs of simulation and the relative
percentage ervors of hybrid and QSSA solutions are
shown in Table 3.

TABLE 2. Initia] Concenuations for LCC Test Case.

Species Concentration {ppm)
NO 7.50E-02
NO2 2.50E-02
03 1.00E-05
o 1.00E+00
HCHO 3.00E-02
AlLD2 1.00E-02
ALKA 8.27E-02
ETHE 1.50E.02
ALXE 2.94E-02
TOLU 2.29E-02
AROM 1.19E.02
H20 2.00E+04




ODMAN . KUMAR AND RUSSELL: A COMPARISON OF FAST KINETIC SOLVERS

TABLE 3. LCC Test Case Solution and % Errors in Concentrations.

Species LSODE (ppm) Hybrid QSSA Hybrid QSSA Hybrid QsSA

NOy NOx Prop. Prop.
NO 9.43E-05 1.5 98 .4 0.5 5.2 0.0 14.1
NO2 2.16E-03 2.7 104.9 0.0 0.9 0.1 14.7
O3 3.06E-01 1.5 11.6 0.6 6.6 0.2 2.7
N30O3 3.41E-06 8.0 338.3 0.9 9.3 0.8 373
ALKE 3.52E-10 14.1 38 153 365.0 1.5 49.8
OH 2.84E-07 2.5 41.0 0.6 4.4 0.5 11.4
Total N 1.00E-01 37 36.1 0.1 0.0 0.1 0.0

The hybrid scheme predicted the NOy and O3
concentrations within 3%. The tota]l nitrogen mass in
the sysiem increased by 4%. The largest emor observed
was 14% in predicted concentration of alkenes. When
nitrogen balance is enforced, either with NO; lumping or
proportional distribution operator, all errors dropped
sharply. The technique of proportional distribution of
errors among nitrogen containing species works better
for the hybrid scheme. The non-conservative nature of
the QSSA scheme led to very large ervors. The total
nivogen in the system increased by 36%. This result
shows that QSSA must be used with a mass conservative
linear operator. NOy lumping proved more favorable
than proportiona] distribution for the QSSA scheme.

The errors in the QSSA solution originate mostly
from inaccuracies in predicting the NOy concentrations.
Distribution of these errors to other species aclivales
other error components. Since no convergence check is
carried in the QSSA, these errors are free to grow. More
sccurate results are obiained if errors are eliminated where
they are generaled, thus with NOy lumping. On the other
hand, the hybrid scheme, because of iis ability 1o keep
the errors under a preset value with its convergence
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]
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4
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checks and its predictor-multi-correcior nature, does not
allow components of the error 1o grow as rapidly.
Distributing the errors has a better eliminative effect in
the hybrid scheme. The NOy lumped QSSA predicied the
concentralions of most species within 10% except
alkene concentration that changed by 8 orders of
magnitude during this test problem.

When compared for efficiency, QSSA ran
approximately twice as fast as the hybrid scheme. It
should be remembered that the solar zenith angle is held
constant, therefore, the problem is free from excessive
stiffness during the sunsise or sunsel periods, where the
hybrid scheme runs much slower. QSSA would run with
the same speed during these periods because the time slep
is predetermined (30 sec). Both schemes ran much fasier
than LSODE, the hybrid scheme approximately 5 times
and QSSA approximately 10 times. Mass conservation
techniques increased the CPU time by only a small
fraction.

Two more issues were investigated with the QSSA
scheme. First, Hesstwed! et al. [1978] sugges! that no
species be specified at sieady state for improved
accurscy. Figure 1 shows the NO; and O3 concenralions
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Fig. 1. Comparison of QSSA scheme predictions with and without pseudo-sieady state spproximations to LSODE and

hybrid predictions: a) NOx . b) O3.
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Fig. 2. Comparison of QSSA scheme with different ime steps 10 LSODE predictions: a) NO, , b) O3.

predicted by the QSSA schemes with and without explicit
steady state assumption. In contrast to their suggestion,
the solution that assumed 9 species were in equilibrium
with the others is more accurale. Also, the pseudo-steady
state assumption makes the scheme faster because 9
species are eliminated from the process of selecting the
formuta to use in Equation (6). The second issue is the
sensitivity of the QSSA solution 1o the predetermined
time step. The time step was changed to 15 sec and 5 sec
respectively and the results are shown in Figure 2. The
effect of decreasing the Lime step is an increase in
accuracy. The 5 sec time siep solution is as accurate as
the hybrid scheme scolution in Figure 1, however, with
this time step, QSSA scheme consumes 50% more time
than the hybrid scheme.

Though the non-conservation of the nitrogen mass
is, possibly, important, the accuracy of the hybrid
scheme with no mass conservaling operators is better
than the QSSA and sufficient for use in current air quality
models. On the other hand, the QSSA scheme with 30
sec predetermined time step is fasier than the hybrid
scheme. But, if the accuracy of the QSSA scheme is
increased by decreasing the time step, it becomes less
efficient than the hybrid scheme.

3.2 Accuracy Test with CB4 Mechanism

This test case uses varying photolysis rates for a
location at 32° N and 80° W starting on June 4, at 8 pm
and updates them every 15 minutes. The input
parameters are depicied in Table 4. The temperature is
held constami st 300 K. Since this problem is noi a
standard test case, the solutions were first compared to
the solutions from OZIPR model [Hogo and Gery., 1988]
for code validaton. All integrators are called at 15 min
intervals. The solution from LSODE afier 10 hrs of
simulation and relative errors of the hybrid and QSSA
schemes are shown in Table 5.

The resulis are similar 1o the previous test. The
hybrid scheme is more accurate even without any linear
conservative operators. NOj-lumping performs better
with QSSA scheme than the proportionai distribution of
errors among all nitrogen containing species. The
carbon balance was also monitored in this problem.
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Both schemes conserved the total mass of carbon within
19%. LSODE for this test is exremely slow: QSSA and
hybrid schemes are respectively 20 and 40 times faster,
This is due to the added stiffness by chenging photolysis
rates. However, since there is no sunset or sunrise
periods in the problem, the speed difference between the
hybrid and QSSA schemes is still the same.

3.3 Air Pollution Scenario for Efficiency Tests on
Vector Processors

A 3-day episode, with photolysis values reflecting a
start on March 21 at 12:00 am in Los Angeles, was
designed as a test case 1o evaluate the efficiency of fast
solvers on veclor processing computers. The LCC
mechanism was used in this test case with initial
parameters as given in Table 2. The temperature was held
consiant at 298 K. ROG emissions of 14.4 ppm carbon
per day were introduced in the problem. The base case
ROG emissions distribution given by Russell er al.

TABLE 4. Iniva! Concentrations for CB4 Test Case.

Species Concentration {(ppm)
NO 5.00E-02
NOy 2.00E-02
HONO 1.00E-03
(a8} 3.00E-01
FORM 1.00E-02
ALD2 1.00E-02
MGLY 1.00E-02
PAR 5.00E-01
ETH $.00E-02
OLE 5.00E-02
TOL 2.00E-02
XYL 2.00E-02
1SOP 5.00E-02
H20 1.70E+04
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TABLE 5. CB4 Test Case Solution and % Errors in Concentrations.

Species LSODE Hybrid QSSA Hybrid QSSA Hybrid QSSA
(ppm) NOy NO, Prop. Prop.
NO 4.39E-05 2.3 5.9 0.5 13 23 6.9
NOy 4.55E-03 1.9 373 0.7 2.9 2.3 1.0
O3 4.22E-01 0.2 331 0.2 2.3 0.2 9.7
N20s 2.68E-05 3.2 147.6 1.5 8.4 4.3 13.4
1SOP 3.55E-11 7.3 100.0 5.7 48.0 3.0 95.5
CH 5.42E-08 0.4 41.3 0.0 0.3 0.0 11.0
Total N 1.00E-01 0.5 49.8 0.0 0.0 0.0 0.0
Total C 2.05E+00 0.0 03 0.0 0.3 0.0 1.3

[1991] were used to calculale the emissions shown in
Table 6. NOy emissions were introduced to make the
ground level ROG/NOy emission ratio equal to 20:1.
Keeping the same ROG emissions and increasing the
NOy emissions, 9 more vertical levels were added so thal
the ROG/NOy ratio is decreased by 2 at each level, 1o an
upper level ROG/NOy emission ratio of 2:1. This range
of input parameters covers most ROG/NOy Tatios
encountered in urban atmospheres. To illustrate the
stiffness and the range of conditions of the test problem,
the O3 concemration at noon is plotied, in Figure 3, for

TABLE 6. Test Case ROG Emissions.

Species Emissions (ppm / min)
(8.8) 2.908E-02
HCHO 4.996E-05
Higher aldehydes 5.662E-05
Alkanes 1.205E-03
Alkenes 2.308E-04
Aromalics 6.650E-05
Ethene 5.303E-05
Toluene 1.780E-04
4
—  Day 1
w==- Pay2?
Srmimes mys
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e '
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H
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Fig. 3. Ozone concentrations at noon.
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the three day simulation.

As mentioned before, if the time step taken by the
QSSA scheme is too long, strong couplings between
species in pholochernical mechanisms may cause severe
insiability problems. In this test, the time siep for the
QSSA scheme is equal 10 1 min for nighttime, 30 sec for
daytime and 12 sec during sunrise and sunset (Shieh et
al., 198). An insiability problem was encountered when
the ROG/NOy emission ratio was 20:1. This led to an
ROG/NOy, ratio on the third day of about 300. Though
this ratio is unlikely 10 occur in urban stmospheres, this
finding is still interesting lo emphasize polential
limitations of the current algorithm. It was observed
that, in the late afiernoon of the first day of simulation,
the coupling of NO2 with NO, N20s5, HNO4 and peroxy
acetyl nimate (PAN), and the coupling between N205 and
NO3 were the major causes of instabilily. The nitrogen
oxide lumping of section 2.3 breaks the firs! coupling.
To break the second coupling. N20s and NO3 were
lumped in a single variable and the concentration was
calculated using Equation (6¢). In the late afternoon of
the second day of simulations, the coupling beiween
HNO4 and HO2, and finally, around the same time in the
third day, the coupling between PAN and MCO3 became
equally strong and led to instabilities. Similar Jumping
techniques were used to break these couplings. It is also
imporiant to nole that the proportional distribution
operator is also very effective in breaking these
couplings. When it is used with the QSSA scheme. no
instabilities were observed. Another solution is, of
course. 1o decrease the time step (e.g., to 15 sec).

An error analysis is performed on the hybrid and
QSSA sclutions using the LSODE solution as a reference.
Root mean square (RMS) errors were calculated for
different species al each level as

msmor:,‘/ﬁ_z[q.d-]’ an
=)

where, CIL is the solution from LSODE and N is the
number of sampling points. For each solution,
sampling was performed at 6 hrs intervals, thus N is
equal to 12. Over a wide range of ROG/NO; emission
ratios, it is observed that the hybrid scheme showed
linle improvement in accuracy when mass conservation
was enforced. The QSSA scheme on the other hand
performs the best when NO; lumping is used. For most
species, the RMS errors for QSSA with NOy lumping
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were approximately twice as large as those for the hybrid
scheme. The RMS errors in predicting NOy and O3 using
various solvers at different levels are shown in Figure 4.
These errors were found 1o be highesi at the level where
the ROG/NQ; emissions ratio is 8:1, which is near that
found for many urban areas. The NOy and O3 solutions
from the hybrid and QSSA with NOy lumping schemes
are compared 1o LSODE scluticns at this Jevel in Figure
5. Deviations are not always as large at other ROG/NOy
emissions ralios where the slopes of the concentration
curves are not changing as rapidly.

To get an idea of what kind of speed-up can be
expecled from the vectorization of these fast solvers, run
time tests were conducted on 8 CRAY YMP computer,
using the flowiracing facility. CPU times are shown in
Table 7. These values are averaged over several
measurements. In scalar mode, 50 - 55% of the total CPU
time is spent in calculating the production and loss rates.

(a)

spm

Conoaniration,

Time, hrs

Unfortunately, this process is not readily vectorizable.
The scheme that requires fewer updaies of these rates will
apparently run much faster in either mode. During the
simulations, QSSA called the production and loss
updating routine approximaiely 4 times less than the
hybrid scheme. Simply for this reason, QSSA is about 4
times faster than the hybrid scheme. It is more
interesting 1o note the vecior speedups of the integration
paris. Integration in the hybrid scheme improved
approximately by a factor of 3 in vector mode while the
same portion of QSSA ran about wwice faster. The
number of species in the mechanism determines how
many times the innermost ioops are executed. For both
mechanisms, this number (~30) was far from the number
of vector memory banks of the CRAY YMP computer
which is 128. In other words it is possible to obiain
better vector speedups if the mechanism had more
species, or if more vertical cells are computed
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Fig. 5. Predictions of hybrid and QSSA with NOx lumping schemes compared to LSODE solution a1 an ROG/NO; emission

ratio of 8:1: a) NO;, b} O3..
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TABLE 7. CPU Times (scc)

Hybrid QSSA-NOy
Scalar Vector Scalar Vector
Computing Rates 15.9 14.5 33 3.0
Integrating 13.6 4.7 2.8 1.3
Lumping - - 0.5 0.5
Total 29.9 19.6 7.0 5.2

simultaneously (as is often the case).
4. SUMMARY AND CONCLUSIONS

The weatment of nonlinear chemical kinetics requires
special allention in air quality models because most of
the computer time is spent in solving the equations
describing the chemistry. Two fast solvers, the hybrid
and QSSA schemes were compared to the Gear method for
accuracy. The conservation errors in the QSSA scheme
are significant, therefore, it should be used with a mass
conservative linear transformation technique. The NOyx
lumping technique yields belter accuracy than the
proportional distribution of errors among all nitrogen
containing species. The hybrid scheme, even without
lumping, is aboul two limes more accurale than the
QSSA.  The latler can be made more accuraie by
decreasing the predetermined lime siep, bul the resulting
scheme is usually less efficient than the hybrid scheme.

Simple lest problems may be misleading in
efficiency considerations. A moderate-sized test
problem with varying photolysis rates and ROG/NOy
emission ratios was designed specifically 1o measure the
performances in vector processing mode. This problem,
spanning & three day period, approximates real
simulation situations better than test problems wilh
constant rates. Both schemes displayed the largest
errors around an ROG/NC, emission ratio of 8:1, which
is similar to the observed value in many urban areas. The
QSSA scheme with NOy lumping used aboul 4 times less
computer time in solving this problem. Both schemes
spend about 50% of their CPU times in computing the
production and loss rates. This process is not readily
vectorizable and restricts the overall gain for both
schemes. In vector processing mode, the integrating
part of the hybrid scheme experienced approximately
50% larger speed-up than the QSSA.

These resulis show that there is a trade-off between
the accuracy end efficiency of fast chemical kinetic
solvers considered here. When the suggested lime sieps
are used, the QSSA scheme is faster than the hybrid
scheme, though less accurate. In mulli-day simulations.
instability problems were encouniered. Depending on
the stiffness of the problem, special lechnigues may be
required to obtain stable solutions. These lechniques
may be different for different chemical mechanisms and,
different atmospheric conditions may require new
techniques. On the other hand, the hybrid scheme gives
stable solutions of betier accuracy and is not restriclive
computationally. Since the hybrid scheme displays
better vector speed-ups, the CPU time differences
between the two become smaller in vector processing
mode. Thus the hybrid scheme is numerically more
robust, though usually siower.
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Use of Sensitivity Analysis To Compare Chemical Mechanisms for Air-Quality

Modeling

Jana B. Miord,* Dongten Gao, Armistead G. Russell,! and Gregory J. McRae?
Department of Civit Engineering, University of Connecticut, Storrs, Connecticut 08269

@ The LCC and CB4 mechanisms have been compared
through a detailed sensitivity analysis. The formal method
used provides an efficient means of comparing the influ-
ence of initial concentrations and reaction rate constants
across mechanisms. The analysis identified discrepancies
between the CB4 and LCC mechanisms that were over-
Iooked in less formal tests. For the conditions studied,
which approximate those of a smog chamber, the mecha-
nisms generally show close agreement in predicted ozone
concentrations, with larger differences for hydrogen per-
oxide and formeldehyde. The mechanisms differ in the
sensitivity of peak Oy, H,0,, and HCHO concentrations
to the initial concentrations of key classes of organic
compounds. These differences have important implica-
tions for use of the mechanisms in developing reactivity

scales. Revisions to the CB4 mechanism that have been
recommended based on recent studies of peroxy acetyl
radical + NO and NO, reaction rates are shown to be
significant.

1. Introduction

Over the past decade, rapid progress has been made in
understanding the gas-phase chemical reactions that
produce ozone and other secondary pollutants in urban
atmospheres. Several “condensed” chemical mechanisms
are currently in use to represent the most important of
these reactions in a form tractable for mathematica) air-
quality modeling. The existence of alternative reaction
schemes raises questions for those who use photochemical
air-quality models: which mechanism ought to be used to
estimate emissions reduction requirements, and what
difference will it make if one is selected versus another?
To answer these questions, mechanisms are tested against
smog chamber experiments, and the results of simulations
gerformed with alternative mechanisms are compared in

etail.

Typically, mechanisms are analyzed and compared on
the basis of predicted concentrations of key species.
However, including sensitivity analysis as one component
of a comparison can be extremely useful in helping to
determine the significance of uncertainties or apparent
differences between two mechanisms. Previous mechanism
comparison studies have employed sensitivity analysis only
informally, by repeating otherwise identical simulations
with a change in the value of a selected parameter, such
as a reaction rate constant or initial concentration (I1-4).

This article demonstrates the application of a formal
sensitivity analysis method, the direct decoupled method
(DDM) (5, 6}, to the task of comparing chemical mecha-
nisms. The sensitivity coefficients calculated with the
DDM are the partial derivatives of the model output
concentrations with respect to the input parameters, in-
cluding initial concentrations as well as reaction rate
constants, Because the direct decoupled method calculates
sensitivity coefficients for all species and rate parameters

! Department of Mechanical Engineering, Carnegie Mellon Univ-
ersity, Pittaburgh, PA 15213.

i Department of Chemical Engineering, Carnegie Mellon Univer-
sity, Pittsburgh, PA 15213.
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simultaneously, a single DDM apphcat:on can replace
hundreds of simulations performed in conducting an in-
formal sensitivity analysis. Previous applications of formal
sensitivity analysis to gas-phase chemical mechanisms
focused on understanding various aspects of a single
mechanism (7, 8). The utility of formal sensitivity analysis
for tioampanng mechanisms has not previously been illus-
trated.

A second problem of current interest to which the direct
deeoupled method is well-suited is the question of ranking
organic compounds by their relative contributions to the
formation of ozone or other secondary pollutants. Regu-
lations are currently being developed that will use re-
activity weighting in determining aljowable emissions (9).
A standard approach used to estimate organic compound
reactivities in the past has been to look at how ozone
concentrations change when computer simulations or smog
chamber experiments are repeated, with small changes
made in the initial concentration (and/or the simulated
emissions rate) of the compound under investigation
(10-12). In contrast, the sensitivities calculated with the
DDM are numerically exact local sensitivities, as opposed
to approximations based on two separate runs, each with
possible numerical inaccuracies. Furthermore, with a
single simulation the reactivities of all of the input com-
pounds are given by the sensitivity coefficients calculated
with the direct decoupled method. The application of the
direct decoupled method to the problem of calculating
reactivities is alsc demonstrated in this study.

The mechanisms to which the DDM is applied here are
the CB4 mechanism (13, 14) and the L.CC mechanism (15).
Both are actively used in research and regulatory appli-
cations. In addition to the published version of CB4, a
version with recently recommended modifications (16, 17)
is included in this study. Dodge (4, 18) has previously
compared the LCC mechanism with the 1988 version of
CB4. Her comparisons were made by examining the
outputs of numerous simulations covering a variety of
conditions. Dodge’s studies thus provide a useful basis for
comparison with the formal sensitivity analysis approach
adopted here.

The reader is referred to Dunker (5) for a detailed de-
scription of the direct decoupled method. The next section
of this paper introduces the CB4 and L.LCC mechanisms
and reviews the results of previous studies that have
compared them. The simulation conditions used for the
study are presented in Section 3. Section 4 presents the
results of the sensitivity analysis, exploring the differences
between the CB4 and LCC mechaniams and demonstrating
the utility of the DDM. Section 5 compares the sensitivity
coefficients calculated for this study with the “incremental
reactivities” of Carter and Atkinson (12) and compares the
results of the DDM-based comparison of CB4 and LCC
with Dodge’s (¢, 18) findings. The conclusions of the study
are given in Section 6.

2. Description of the CB4 and LCC Mechanisms

Listings of the CB4 and LCC mechanisms as they were
implemented for this analysm are available from the au-
thors. Table I summarizes the number of reactions and
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Table I. Summary Characteristics of the CB4 and LCC
Mechanisms

mechanism

CB4 LCC

total species a3 50
primary ROG species B 12
organic radicals 6 1
no. of reactions 81 131
photolysia reactions 11 17
references 13, 14 15
evaluation studies 13 19

Table 1I. Modifications Recommended for CB4 (16, 17) and
Incorporated into CB4.1

reaction 82 has been added
X0, + HO, — (no products) (82)
kg = 113.4 exp(1300/T)  (ppm™* min™)

rates for the following CB4 reactions have been changed
C,0, + NO — HCHO + NO, + HO, + X0, (48)
C,0, + NO, — PAN (47)
PAN — C,0; 48)

CB4
ke = 7.915 X 10° exp(250/7) (ppm™ min™)
ke = 1.18 x 10 exp(5500/T) (ppm~* min!)

ke = 5616 X 10 exp(-14000/T) (min*)
CB4.1

ky = 5.15 X 10° exp(-180/T) (ppm™ min!)

ke = 3.84 X 10° exp(380/T) (ppm™ min™")

k= 1.2 X 10'® exp(-13500/T) {min™)

species in each mechanism and gives references to their
documentation and experimental evaluations (13-15, 19).
Mechanism development is an ongoing process, and
modifications have been recommended for CB4 since it was
published (16, 17). Accordingly, an updated version of CB4
that incorporates these modifications is also examined in
this study. Hereafter, the modified version of CB4 will be
referred to as CB4.1 and the published version as CB4.
The modifications incorporated into CB4.1 are listed in
Table II.

In order to develop computationally tractable mecha-
nisms, highly condensed representations of the complex
organic chemistry that occurs in polluted atmospheres are
required. In the past, differences introduced in selecting
and approximating organic reactions have led to substan-
tial discrepancies in predicted product concentrations (1-3,
20, 21). In contrast to the reactions of the organics, among
recently developed mechanisms there have been few dif-
ferences in the inorganic reactions of primary importance
under urban conditions. Key aspects of the treatment of
organics in the CB4 and LCC mechanisms are described
below.

Classes of organics in the CB4 mechanism are based on
functional groups and include paraffinic and olefinic bonds,
ethylene, isoprene, two aldehydes, and two aromatic
classes. Key organic peroxy radicals include an acetyl
peroxy radical and a generalized alkyl peroxy radical that
produces NO, upon reaction with NO. The other stable
products produced from alkyl peroxy radical + NO reac-
tions are included as products of the ROG oxidation re-
actions that would have produced distinct radicals in the
first place. Acetyl peroxy radicals in CB4 react with NO,
NO,, other acetyl peroxy radicals, and HO,. Alkyl peroxy
radicals in the published version of CB4 react with other
alkyl peroxy radicals in addition to reacting with NO, but
not with acetyl peroxy radicals or HO,. As noted in Table
I1, a reaction between alkyl peroxy radicals and HO; has
been included in CB4.1.

In the LCC mechanism, groups of stable organic species
with similar reaction rates and products are represented
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by surrogate species for which rate expressions and product
yields have been preset based on an assumed mixture.
Four primary carbonyl classes, two alkane classes, ethylene,
two classes of higher alkenes, and three aromatics classes
are included. The chemistry of the radical products of
orgeanic oxidation reactions has been condensed using a
treatment similar to that used in the CB4 mechanism.
However, a larger number of generalized radicals are used,
each of which yields different products upon reaction with
NO. In further contrast to CB4, in the LCC mechanism
both alky! and acetyl peroxy radicals react with each other
as well as with other alkyl and acetyl peroxy radicals and
with HO,.

A thorough comparison of the LCC and CB4 mecha-
nisms has been conducted by Dodge {4, 18). In these
studies, differences between LCC and CB4 in aromatics
chemistry, temperature dependence of PAN formation,
and termination reactions for peroxy radicals were noted
as particularly significant. Differences in the absorption
cross sections used to calculate formaldehyde photolysis
rates for the two mechanisms also produced significant
differences in predicted concentrations of formaldehyde
and hydrogen peroxide (18). For the present study, as
discussed below, the formaldehyde photolysis rates given
for LCC were adopted for CB4.

For ozone, as well as H,0, and PAN, comparisons of the
predictions of different mechanisms and tests against smog
chamber experiments have indicated that uncertainty
about aromatic chemistry is a critical source of discrep-
ancies among current mechanisms. Several recent studies
have singled out uncertainties in aromatics mechanisms,
including product yields and rate constants for secondary
reactions, as having a significant impact on calculated
ozone formation rates and maximum concentrations (3, 4,
18, 22-24).

The published version of CB4 includes a large, negative
activation energy for the PAN formation reaction (13, 14)

CH,CO; + NO, — PAN
k = 1.2 X 10~ exp(5500/7) ppm~! min™
compared to the reaction rate expression used in LCC (15)
k = 4.1 % 10° exp(180/T) ppm! min!

At low temperatures, this discrepancy leads to low ozone
production with CB4 (4). As noted in Table 11, the tem-
perature dependence of reactions associated with PAN
formation and decomposition have been altered in deriving
CB4.1 from CB4. The new rate expressions used in CB4.1
are based on recent studies of the kinetics of PAN de-
composition (25, 26) and of the relative rates of the reac-
tions of acetyl peroxy radicals with NO versus NO, (26,
7.

Finally, as described above, CB4 and LCC differ in their
treatment of termination reactions for peroxy radicals.
Dodge (4) showed that adding the reaction of alky! peroxy
radicals with HO, reduced the peak H,0, concentrations
predicted with CB4, bringing about better agreement with
LCC. In addition, differences in formaldehyde concen-
trations in simulations conducted with high ROG to NO,
ratios and with acetaldehyde or alkenes as the only input
organics were attributed to differences in the acetyl peroxy
radical termination reactions included in LCC versus CB4.

3. Simulation Conditions

The ROG composition used in this study is listed in
Tables III and IV. Intended to represent a typical
morning composition for an urban area, the mixture listed
in Tabtle II1 is based on morning compositions reported
by Grosjean and Fung (28) and Baugues (29). Grosjean



Table I11. Initial Reactive Organic Gas Composition
(ppmv/ppm C)* Used in the Sensitivity Studies®

ethane 0.019 propene 0.013
propane 0.012 trans-2-butene 0.011
butane 0.037 benzene 0.0061
pentane 0.019 toluene 0.014
hexane 0.010 xylene 0.015
heptane 0.010 formaldehyde 0.030
octane 0.010 acetaldehyde 0.014
acetylene 0.019 propionsaidehyde 0.010
ethylene 0.014

* Concentration of the given compound (ppmv)/total concentra-
tion of organic compounds (ppm C). *Composition derived from
the data of Grosjean and Fung (28) and Baugues (29).

Table IV. Initial Reactive Orgaric Gas Composition
(ppmv/ppm C) As Implemented for the LCC and CB4
Mechanisms®*®

CB4 LCC

PAR (1) 0.50 ALK4 (4.1) 0.063

ALK7 (7) 0.030
ETH (2) 0.014 ETHE (2) 0.014
OLE (2) 0.013 PRPE (3) 0.013

TBUT (4) 0.011
TOL (7) 0.014 TOLU (7) 0.014
XYL (8) 0.015 XYLE (8) 0.015
FORM (1) 0.030 HCEO (1) 0.030
ALD2 (2) 0.046 ALDZ (2) 0.014

RCHO (3) 0.010
NR‘ (1) 0.088 NR (2.9 0.048

°The species names correspond to those used in the original
mechanisms. ®The number of carbon atoms per molecule is given
in parentheses for each species. ¢NR, nonreactive.

and Fung reported the average of measurements made over
23 days during the fall of 1981 at a downtown Los Angeles
location. Baugues reported median morning compositions
for the 1984 and 1985 summer seasons in approximately
20 cities. Table IV shows the splitting factors derived for
the LCC and CB4 mechanisms, following the guidance
provided by their developers.

Also reflecting typical urban conditions, an initial NO
to NO, ratio of 3.0 and CO concentration of 1.5 ppm were
used in all of the runs. Initial ROG and NO, concentra-
tions for the three cases analyzed were case A: ROG = 1.8
ppm C, NO, = 0.15 ppm (ROG:NO, = 12.1); case B: ROG
= (.8 ppm C, NO, = 0.15 ppm (ROG:NO, = 6:1); case C:
ROG = 1.8 ppm C, NO, = 0.075 ppm (ROG:NO, = 24:1).
No smog chamber-dependent reactions were included in
the simulations. Constant conditions, including a constant
temperature of 298 K, relative humidity of 50%, no dilu-
tion, and constant photolysis rates, were assumed in order
to facilitate interpretation of the sensitivities to the rate
parameters. The photolysis rates eapproximated average
values over the daylight hours in midsummer at a latitude
of 40° N. Table V gives the photolysis rates used in each
mechanism. Photolysis rates used with the LCC mecha-
nism are those recommended by Lurmann et al. (15). With
CB4, the recommendations of Gery et al. (13) were
adopted, except for formaldehyde and other associated
compounds. Following Dodge (18), the formaldehyde
photolysis rates used in LCC were also adopted here for
CB4. Photolysis rates for H,0,, MGLY (methylglyoxal),
and OPEN (an aromatic ring fragment) are specified in
the CB4 documentation as ratios to the formaldehyde
photolysis rates and were adjusted accordingly.

The sensitivity calculations in this study were performed
using a direct decoupled method code developed byl

64

Table V. Photolysis Rates Used in Each Mechanism

fxn
photolytic reaction no.  rate, min™!
LCC Mechanism
NO,— NO+0 (1) 0.300
NO;— NO (13) 0.865
NO,— NO;+ 0 (14) 0.775 x 10°
0,—~0 (15) 0.196 x 10!
0, — 0SD (16) 0.352 x 1073
HONO — NO + OH (20} 0.566 x 107
H,0, — 20H (35} 0.182 x 107
ROOH — HO, + OH (42) 0.182 x 1073
HCHO — 2HO, + CO (46) 0.677 x 102
HCHO — CO (47) 0.133 x 102
ALD2 — CO + HCHO + HO, + (52) 0.730 x 10~
RO,R + RO,
RCHO — ALD2 + HO, + CO + (61) 0.210 x 107
RO,R + RO,
ACET — MCO, + HCHO + RCO; + (69) 0.202 x 10™*
RO,R + RO,
MEK — MCO, + ALD2 + RCO, + (71} 0.291 x 107
RO;R + RO,
GLYX ~ 0.13HCHO + 1.87CO (73} 0.2711 x 107?
MGLY — MCO; + HO, + CO + RCO;, (82) 0.599 x 107?
DIAL — HO, + CO + MCO; + RCO, (116} 0.155 % 107!
CB4 Mechanism
NO,—~ NO+ O (1) 0.300
0,—~0 (8 0.159 x 107!
0, —~ 01D (9) 0.409 x 107
NO, — 0.89NOQ, + 0.880 + 0.11NO (14) 0.102 x 10
HONO — NO + OH (23) 0.593 x 10!
H,0, — 20H (34) 0.338 x 102
FORM — 2HO, + CO (38) 0.677 x 10
FORM — CO (39) 0.133 x 102
ALD2 — FORM + 2HO; + CO+ X0, (45) 0.876 x 10
OPEN — C,0; + HO, + CO (69) 0.612 x 1072
MGLY — C,0, + HO, + CO (74)  0.653 X 102

McCroskey and McRae (6), which utilizes Gear’s method
(30) to numerically integrate both the rate and sensitivity
equations. An error tolerance of 1077 was used for this
work.

4. Sensitivity Analysis Results

This section begins by examining time series for key
species predicted with the CB4, CB4.1, and LCC mecha-
nisms and then examines sensitivity analysis results for
each mechanism. The analysis focuses on O;, HCHO, and
H,0,. H,0, is an important sink for peroxy radicals in
ROG-rich systems and is the principal aqueous-phase
oxidant of sulfur dioxide. Formaldehyde is an important
source of radicals, as well as having potential health im-
pacts.

Figure 1 presents O; NO, and NO, concentrations
plotted over time for three combinations of initial ROG
and NO, concentrations. For case A (ROG:NO, = 12:1),
the predicted ozone concentrations after 12 h range from
0.336 with CB4 t0 0.373 ppm with CB4.1. CB4.1 and LCC
show close agreement. For case B (ROG:NO, = 6:1), the
predicted final ozone concentrations range from 0.111 to
0.132 ppm. The results for case C (ROG:NO, = 24:1) range
from 0.234 to 0.279 ppm ozone after 12 h. In cases B and
C, ozone concentrations predicted with CB4.1 are inter-
mediate to the relatively high prediction of LCC and the
low prediction of CB4.

Figure 2 shows predicted concentrations of H,0; and
HCHO for the three cases. Larger discrepancies between
the mechanisms occur for hydrogen peroxide and form-
aldehyde than for ozone. In case B (6:1) the final H,0,
concentration predicted with LCC exceeds that predicted
with CB4 by more than a factor of 2, although the con-
centrations are very low. The reverse is true for case C
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(24:1) in which the H,0, concentration predicted with CB4
is more than twice as high as that predicted with LCC. In
all three cases CB4.1 gives intermediate H,0, concentra-
tions compared to CB4 and LCC. For HCHO, however,
the concentrations predicted with CB4 fall between those
of CB4.1 and LCC. Thus the modifications incorporated
in CB4.1 increesed the discrepancy in the formaldehyde
predictions of the different mechanisms.

Table VI shows final concentrations of key species
predicted in cases A-C. Relatively close agreement is
apparent between CB4, CB4.1, and L.CC for nitric acid and
peroxyacety! nitrate, especially in cases A and C. However,
when PAN analogues represented in the LCC mechanism
are considered, “total PAN" concentrations are distinctly
higher with LCC than with CB4 and CB4.1.

In order to further explore the differences between the
mechanisms, the direct decoupled method has been used
to calculate the sensitivity of the predicted concentrations
of key species to initial conditions and reaction rate con-
stants. As an illustration, Figure 3 shows results for the
sensitivity of ozone to the initial concentrations of NO,

166

NO,, and ROG species calculated for the LCC mechanism.
Time-dependent sensitivity coefficients

s;;(t) = dy{t)/op,

are shown, with p; representing an element of the initial
concentration vector y,. For the organic species, the units
of p, are ppm C, i.e., the sensitivity coefficients are given
on a per-carbon basis. Although not shown, the sensitivity
results for CB4 and CB4.1 are generally similar to those
for LCC, with a few important differences discussed below.

For LCC, in cases A and B, the sensitivity of ozone to
the initial NO and NO, concentrations is negative
throughout the simulations. In contrast, after the first 4
b in case C, the sensitivity coefficients for NO and NG,
are positive. The sensitivity of ozone to NO, reflects the
balance between NO, and ROG (and hence peroxy radical
production) in the system. This balance determines
whether the result of adding NO, is decreased levels of
ozone and radicals as they are scavenged by NO and NO,
or enhanced concentrations as more NO, is available to
be photolyzed and more NO is available to cycle radicals.

Environ. Sci. Technol., Vol. 26, No. 6, 1992
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The sensitivity of the O; concentration to the initial
concentrations of the organic classes reflects both the
demand for radicals in the system and the supply provided
by each class. In cases A and B, the sensitivity of ozone
to the initial concentrations of the ROG species remains
positive throughout the simulation. However, in case C,
with a 24:1 ratio of ROG to NO,, sensitivity coefficients
for the xylene and toluene (not shown) classes in LCC
switch sign from positive to negative after about 5 h, and
coefficients for the acetaldehyde and propionaldehyde
(RCHO) classes are always negative (also not shown).
Similar results occur with CB4 and CB4.1.

For purposes of comparing the mechanisms, Figure 4
presents instantaneous sensitivity coefficients for each of

Environ. Sci. Technol., Vol. 26, No. 6, 1992

the organic classes in CB4, CB4.1, and LCC. The sensi-
tivity coefficients depend strongly on time, so two sets of
instantaneous coefficients are shown. The first set of
coefficients (Figure 4, panels s, c, and d) are evaluated at
the time at which the peak ozone concentration is pro-
duced, i.e., the end of the 12-h simulation period for each
of the three cases included in this study. The instanta-
neous sensitivity coefficient at the time of the peak is
equivalent to the “incremental reactivity” (IR) defined by
Carter and Atkinson (12)

R(}'ICJ + AHCJ) - R(HCJ)
AHC, W

IR= lim
AHC,~0
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Table V1. Predicted Concentrations (ppm) of Key Species
after 12h

ROG/NO,
species  mechanism 12:1 6:1 24:1

0, LCC 0381 0.132 0.279

CB4 0.336 0.111 0.234

CB4.1 0.373 0.124 0.255
HNO, LCC 0.0696 0.0578 0.0260

CB4 0.0655 0.0452 0.0266

CB4.1 0.0702 0.0483 0.0283
H.0, LCC  0.00270 65%10¢  0.0120

CB4 0.00154 28 x 10¢ 0.0249

CB4.1 0.00258 4.0 x 10°¢ 0.0170
HCHO LCC 0.0340 0.0219 0.0324

CB¢4 0.0398 0.0232 0.0466

CB4.1 0.0426 0.0244 . 0.0468
PAN LCC 0.0456 0.0087 0.0278

CB4 0.0489 0.0075 0.0279

CB4.1 0.0450 0.0062 0.0253
PPN LCC 0.0108 0.00177 0.00643
GPAN LCC 0.173 x 107  (.247 x 10 0.870 x 107
total PAN Lce 0.0566 0.0105 0.0343
where R(HC)) is the maximum value of {0;) - [NO] cal-
culated in a base case simulation and R(HC, + AHC)) is

the maximum value of [0;] - [NO] calculated in a simu-
lation with AHC; added to the inputs from the base case.
(Except in NO,-rich cases, [NO] can be neglected at the
time when [O;] — [NO] reaches its maximum value.) The
second set of sensitivity coefficients in Figure 4 (panels b,
¢, and e) show the mazimum sensitivity of ozone to the
initial concentration of each organic, irrespective of the
hour at which the maximum value occurs. [For example,
referring back to Figure 3a and b, the maximum sensitivity
of ozone to the initial formaldehyde concentration occurs
at 8 h, whereas the maximum sensitivity to the higher
alkanes class (ALK7) occurs at the end of the simulation.]
In case B, all of the maximum sensitivities as well as the
peak ozone concentrations occur at the end of the simu-
lation, so the two sets of coefficients coincide (Figure 4c).

Figure 4 shows that formaldehyde is uniformly the most
reactive of the organic classes per molecule of carbon. The
alkenes and xylene generally follow. The sensitivity of
ozone to compounds that react comparatively slowly, such
as the alkanes, increases late in the simulations relative
to the sensitivity to the more rapidly reacting compounds
(see Figure 3a and b). Thus maximum reactivity values
show more spread across compounds than do the reactiv-
ities at the time of the ozone peaks. In the high ROG:NO,
case, the xylene, toluene, acetaldehyde and propion-
aldehyde classes ultimately inhibit ozone formation. This
meens that a small reduction in the input concentration
of one of these compounds would increase the final ozone
concentration,

Of special interest is the degree of consistency in the
sensitivity coefficients from one mechanism to another.
One factor that influences this is the time at which the
coefficients are evaluated. For example, for CB4 and
CB4.1, the maximum sensitivity coefficients in case A
suggest better agreement than the sensitivities at the time
of the ozone peak. However, the times at which the
maximum sensitivities occur are different; for form-
aldehyde, the aromatics, and the alkenes, the maximum
sensitivity coefficients occur 1 h earlier with CB4.1 than
with CB4. The uniformly higher sensitivity coefficients
with CB4.1 than with CB4 in the low-ROG:NO, case, and
the higher and earlier maximum coefficients with CB4.1
than with CB4 in case A, indicate that CB4.1 is more
reactive in terms of radical preduction. As ROG to NO,
ratios increase beyond about 10:1, the demand for radicals
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declines, accompanied by a trend toward lower sensitivity
to input organic concentrations. The generally higher
sensitivity coefficients with CB4 than CB4.1 in the 24:1
case reflect the overall higher rates of radical production
in CB4.1, which results in less “demand” for radicals for
ozone formation.

Comparing LCC with the carbon bond mechanisms, the
reactivities of the alkanes classes in LCC are consistently
higher than the reactivities of the PAR class in CB4 and
CB4.1. To understand the source of this difference, the
oxidation reactions of the products of the ALK4 + OH and
PAR + OH reactions can be traced, and the peroxy rad-
icals that would ultimately be produced in these reactions
counted. Assuming the oxidation reactions go to com-
pletion, more peroxy radicals are produced per carbon with
the ALK4 class in LCC than with PAR in CB4 and CB4.1.

The reactivity of the toluene class in LCC is also con-
sistently high compared to the toluene class in CB4 and
CB4.1. Dodge (18) previously found the same result in
comparing LCC to CB4. She suggested that in CB4 the
radical intermediate produced in the reaction of TOL +
OH is assumed either to react with NO to produce NO,
and a dicarbony! or to rearrange, producing a cresol. The
cresol species is significantly less reactive than the di-
carbonyl species. In LCC, only the reaction with NO oc-
curs.

In contrast to the cases of the alkanes and toluene, CB4
and CB4.1 generally display higher reactivity for the al-
dehydes and propene classes than LCC. As explained
below, the difference is partly due to differences in reaction
rates used for the acetyl peroxy radical + NO and NO,
reactions in the three mechanisms. Another notable dis-
crepancy between the mechanisms is seen in comparing
the sensitivity coefficients for the trans-2-butene class in
LCC and the acetaldehyde classes in CB4 and CB4.1,
which represent trans-2-butene in those mechanisms. At
high ROG to NO, ratios, the maximum sensitivity to the
LCC trans-2-butene class is much greater than the sen-
sitivity to the CB4.1 acetaldehyde class, and for CB4, the
maximum sensitivity in magnitude is negative in sign.

In the same manner as for ozone, the sensitivity of
formaldehyde, hydrogen peroxide, and other secondary
pollutants to input concentrations can be calculated and
interpreted as reactivities. Figure 5 shows instantaneous
sensitivity coefficients for formaldehyde, on a per molecule
of carbon basis, for case A. Again, coefficients are shown
for the time that the peak formaldehyde concentration
occurs with each mechanism, i.e., at the end of the second
hour for CB4 and LCC and at the end of the third hour
for CB4.1 (Figure 5a), and maximum coefficients are shown
for each organic class irrespective of the time at which they
occur (Figure 5b). After formaldehyde itself, the ethylene
and propene classes are the most reactive in terms of
formaldehyde production. The sensitivity coefficients for
CB4.1 are generally slightly higher than those for CB4.
The three mechanisms show fairly close agreement for the
maximum sensitivities to ethylene and acetaldehyde. As
with ozone, the sensitivity of formaldehyde to propene is
higher with CB4 and CB4.1 than with LCC.

Finally, Figure 6 shows instantaneous sensitivity coef-
ficients for hydrogen peroxide, for the 12:1 case, in which
final H,0, concentrations ranged from 0.001 54 ppm with
CB4 to0 0.00270 ppm with LCC. The sensitivity coeffi-
cients for H,0; are shown for the end of the simulations,
the time of both the peak H,0, concentrations and the
maximum sensitivities. For H,0,, sensitivity coefficients
were uniformly higher for CB4.1 than for CB4, corre-
sponding to higher H;0, production with CB4.1. H,0,
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sensitivity coefficients were also higher for CB4.1 than for
LCC, for all species except for CO and the alkanes. Sen-
sitivity coefficients for CB4 were higher than those of LCC
for propene, formaldehyde, and acetaldehyde.

Given the few modifications made to CB4 to derive
CB4.1, a straightforward way to understand how the dif-
ferences affect the results of these two mechanisms is to
conduct a few additional simulations, making the modi-
fications one at a time. Thus, the first diagnostic test
performed (test 1) was to add reaction 82 to CB4 but to
retain the original rate expressions for reactions 4648 (see
Table IT). Test 2 changed the rate expressions but left out
reaction B2. The results of these tests are shown in Table
VII, for comparison with the original results shown in

Environ. Scl. Technol., Vol. 26, No. 8, 1992

Table VI1. Predicted Concentrations (ppm) of Key Species
after 12 h

ROG/NO,
species test case 121 6:1 241
O, CB4test1  0.333 0.111 0.232
CB4 test 2 0.376 0.124 0.252
LCCtest3 0.358 0.132 0.267
HNO, CB4 test 1 0.0654 0.0452 0.0285
CB4 test 2 0.0703 0.0483 0.0284
LCC test 3  0.0696 0.0579 0.0260
H,0, CB4 test 1 0.00136 2.8 x 10¢  0.0152
CB4 test 2 000314 40X 10° 00276
LCCtest3 000303 6.6 % 10% 00151
HCHO CB4testl  0.0399 0.0232 0.0451
CB4test 2  0.0423 0.0244 0.0480
LCCtest 3  0.0385 0.0220 0.0425
PAN CB4test1  0.0483 0.0075 0.0284
CB4 test 2 0.0458 0.00616 0.0249
LCCtest 3  0.0459 0.00873 0.0279

Table V1. Adding reaction 82 (test 1) has little effect, with
the exception of the final H;0, concentration in case C.
In this case the H;0, concentration is significantly reduced
and thus matches more closely the concentrations pro-
duced with CB4.1 and LCC.

Concentrations of ozone and formaldehyde are affected
more by the changes made to the rates of reactions 4648
than by the addition of reaction 82. In particular, com-
pared to the rates used in CB4, the rates used at 298 K
in CB4.1 and test 2 tend to favor reaction 46 over reaction
47, and thus increase O, and HCHO concentrations. The
result of altering the rates for reactions 4648 could have
been anticipated by examining the sensitivity results for
CB4. For LCC, CB4, and CB4.1, Table VIII shows the
reactions with the rate constants to which ozone has the
highest sensitivity in case A. The table also shows the
sensitivity of the ozone concentration to each rate constant,
evaluated at the end of the simulation. Seminormalized
sensitivity coefficients

s = p;(8y./dp))

(in ppm) are shown, where p; represents the rate constant
of reaction j. CB4 reactions 46-48 are included in the top
eight. Assuming that the changes in the rate constants are
small enough for the combined response to them to be
linear, the expected response is a 0.05 ppm increase in peak
ozone over the concentration produced with the original
CB4 mechanism. The results for test 2 show that the
simulated response is a 0.04 ppm increase.

As in the comparison of CB4.1 with CB4, the relative
rates of the acetyl peroxy radical + NO reaction versus the
PAN formation reaction in CB4.1 are more favorable to
0, and HCHO production than the relative rates of these
reactions in LCC. The newly updated rates used in CB4.1
are in better agreement with recent studies (26, 27) than
those used in LCC. Acety! peroxy radicals are produced
via the reactions of acetaldehyde + OH and propene + OH,
suggesting that the acetyl peroxy radical + NO, reaction
rates partially account for the enhanced reactivity of the
acetaldehyde and propene classes in CB4.1 compared to
LCC. In addition, the acetaldehyde photolysis rate used
in CB4.1 and CB4 is higher than that used in LCC.

Coefficients for the sensitivity of formaldehyde to re-
action rate constants in the 24:1 case identify a major
reason for the discrepancy between the formaldehyde
concentrations predicted with LCC versus those predicted
with CB4.1. Table IX shows the reactions with the rate
constants to which formaldehyde has the highest sensi-
tivity in case C. Reactions involving the acetyl peroxy
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Table VIII. Sensitivity of Peak Ozone to Reaction Rate
Constants in Case A (12:1)

rate constant sensitivity
XN at 298 K, coeff,
reaction no. ppm™ min'® ppm O,
LCC Mechanism
NO; +hv—=NO+0 (1) 03 0.144
NO + 0; = NO,+ 0, (5) 0.268 x 10° -0.133
NO, + OH — HNO, (22) 0.188 x 10° —0.0943
MCO; + NO, —~ PAN (55) 0.757 x 10* -0.0745
MCO; + NO = HCHO + (64) 0.114 x 105 0.0742
NO; + RO;R + RO,
PAN — MCO; + NO, + RCO;, (59) 0.221 x 10! 0.0647
HCHO + hv — 2HO, + CO (46) 0.677 x 103 0.0634
NO + HO, — NO, + OH (26) 0.122 x 10° 0.0249
CB4 Mechanism
NO,+ hv—=NO+0O (1) 03 0.143
NO+ 0;—~NO,+ 0O, (3)  0.267 x 10° -0.133
HCHO + hv — 2HO, + CO (38) 0.677 x 10? 0.118
NO, + OH — HNO, (26) 0.168 x 10° ~0.115
C,0; + NO, — PAN (47) 0121 X 10  -0.0981
C.0; + NO — HCHO + (46) 0.183 x 10° 0.0977
NO; + HO, + X0,
PAN —- C,0, + NO, (48) 0.228 x 10} 0.0847
XYLE + OH — 0.7THO, + (72)  0.362 x 105 0.0534
0.5X0, + 0.2CRES + .
C.8MGLY + 0.3TO, +
1L1PAR
CB4.1 Mechanism
NO.+h+—=NO+O (1) 03 0.156
NO'+ 0; — NO, + O, (3) 0267x10° —0.143
NO, + OH — HNO, (26) 0.168 x 10° -0.116
C,0, + NO, — PAN (47) 0137 X105  —0.0937
C;0; + NO — HCHO + (46) 0.282 x 105 0.0932
NG, + HO, + X0,
HCHO + hv — 2HO, + CO (38) 0677 x 1072 0.0887
PAN — C,0;, + NO, (48) 0.260 x 10! 0.0832
XYLE + OH — 0.7HO, + (72) 0.362 x 10* 0.0419

0.5X0, + 0.2CRES +
0.8MGLY + 0.3T0Q, +
L1PAR

“ The units of the rate constants depend on the order of the re-
actions.

radical are clearly important. For LCC, however, the
third-ranked reaction is that of HCHO + HO,, which is
not included in the CB4 mechanism. Recent evaluation
of this reaction indicates that the LCC mechanism is in
error (31). Reaction 50 is largely ineffective because the
peroxy radical produced rapidly decomposes back into the
reactants. Because the back-decomposition reaction was
not included in LCC, a spurious effect was introduced.
The results of omitting reaction 50 from LCC are shown
as test 3 in Table VII. The change has marked effects on
H;0, and HCHO concentrations in cases A and C, re-
sulting in closer agreement between CB4.1 and LCC.
To summarize, ozone concentrations predicted with
CB4, CB4.1, and LCC showed close agreement, but larger
disparity occurred for hydrogen perozide and form-
aldehyde concentrations. Moreover, some discrepancies
were noted in the sensitivity coefficients of individual
organic classes in the three mechanisms. In particular, the
reactivities of the alkanes and toluene classes in LCC tend
to be high relative to the reactivities of the respective
classes in CB4 and CB4.1; and the reactivities of the al-
dehydes and propene classes in CB4 and CB4.1 tend to
be higher than those in LCC. Overall, for the cases sim-
ulated, the HCHO + HO, reaction in LCC and the revised
acetyl peroxy radical reaction rates in CB4.1 appear to
contribute most significantly to the differences in the
predictions of the CB4, CB4.1, and LCC mechanisms.
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Table IX. Sensitivity of Final HCHO to Reaction Rate
Constants in Case C (24:1)

rate constant  sensitivity
at 298 K, coeff,
pPm™" min"* ppm HCHO

LCC Mechanism

rxn

reaction no.

HCHO + hy —= CO (47) 0.133 X 102?  -0.0145

HCHO + hv — 2HO, + CO 46) 0677 x 103 -0.008 88
RCHO + HO, — RO,R + RO, (50) 0.148 X 10  -0.007 60
HCHO + OH - HO, + CO (48) 0.133 x 1¢° ~0.007 03
NO, + hy — NO + O (1 03 0.00538
PAN — MCO; + NO, + RCO, (59) 0.221 x 107! 0.00518
ALD2O+ OH — MCO; + (51) 0.236 x 10° 0.004 77

RCO,
MCO,; + NO, —~ PAN (55) 0.757 x 10% —0.004 58
CB4.1 Mechanism

HCHO + hy =+ CO (39) 0.133 x 102 ~0.0232

HCHO + OH — HO, + CO (37) 0.150 x 10° -0.0131

HCHO + hy —~ 2HO, + CO (38) 0.677 x 107  —0.00984
ALD2 + OH — C,0, (43) 0.240 x 105 0.00793
NO,+ hv—=NO+ 0 (1) 03 0.007 45
C,0; + NO, = PAN (47) 0137 x 108 -0.006 65
PAN — C,0, + NO, (48) 0.260 x 10! 0.007 02
NO+ 0;—~ NO,+ 0, (3) 0.267 x 10* -0.00526

°The units of the rate constants depend on the order of the re-
actions.

However, for initial ROG mixtures that are especially rich
in alkanes or toluene, the differences between the LCC and
CB4/CB4.1 mechanisms in the reactivities of these classes
will also be important.

5. Discussion

The sensitivity coefficients shown in Figure 4 are con-
sistent in both magnitude and ranking among classes with
the incremental reactivities calculated by Carter and At-
kinson (12) for similar cases, despite the use in the present
study of simplifying assumptions such as constant pho-
tolysis rates. Carter and Atkinson also found HCHO,
alkenes, and xylene to be the most reactive species in terms
of ozone production and noted negative reactivities for
toluene, xylene, and acetaldehyde in some cases. It is also
notable that Carter’s (32) maximum incremental reactiv-
ities and Russell et al.’s (33) reactivities usually fall within
the range of sensitivities determined in this study for ROG
to NO, ratios of 6:1 and 12:1. The results of the DDM
analysis also underscore Carter and Atkinson’s conclusion
that absolute reactivities are extremely sensitive to initial
ROG to NO, ratios and the duration of the simulations.
In addition to these factors, this study shows that differ-
ences between mechanisms can also lead to significant
differences in estimates of organic reactivities, even if the
mechanisms show close agreement for predicted ozone
concentrations.

When the differences between the organic reactivities
predicted with LCC, CB4, and CBA4.1 are highlighted, the
results of this analysis have important implications for
current discussions concerning regulatory use of organic
reactivity scales for comparing emissions from variously
fueled vehicles, including alternative fuels and reformu-
lated gasoline. First, sensitivities of ozone to the same
compounds in CB4 and CB4.1 differed by 10~20% in some
cases. Thus for reactivity calculations, the modifications
to CB4 that were recommended by Gery (16) appear to be
important. Second, the sensitivities given by LCC and
CB4.1 were often within about 20%, but in certain cases
they differed by over a factor of 2. Of special significance
with respect to motor vehicles, the sensitivities to the
toluene classes in the two mechanisms differed substan-
tially. Because toluene is a major component of automobile
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exhaust, this suggests that airshed model-based calcula-
tions of the reactivity of automobile exhaust may differ
depending on which mechanism is used.

The direct decoupled method offers two key advantages
over previous approaches used to estimate incremental
reactivities. First, earlier modeling studies and experi-
mental investigations have been constrained to ap-
proaching the limit in eq 1 using changes in initial con-
centrations or modeled emissions on the order of a few
percent (10-12). In contrast, the sensitivity coefficients
calculated with the direct decoupled method are evaluated
at the limit as the change in the parameter value ap-
proaches zero. Second, previous investigators have had
to estimate reactivities for each compound class one class
at a time, with some studies using hundreds of simulations
(32), whereas with the DDM the sensitivity of all of the
output species to all of the input species and reaction rates
can be calculated simultaneously.

Comparing the results of this study with previous studies
undertaken to compare CB4 and LCC illustrates additional
advantages of the formal sensitivity analysis approach
taken here. In earlier comparisons of CB4 and LCC, Dodge
(4, 18) used hundreds of simulations, including a variety
of mixtures of organics and a range of temperatures, to
explore the differences between the mechanisms. Clearly,
additional simulations would have been needed in this
study to examine the temperature dependence of CB4 and
LCC predictions. Otherwise, the conclusions of the com-
perisons made by using the DDM generally support and
in some instances elaborate upon Dodge's findings. A good
example of the utility of the formal sengitivity analysis is
the fact that it highlighted the HCHO + HO, reaction as
a key discrepancy between CB4/CB4.1 and LCC. This
difference was overlooked in the earlier comparisons of the
two mechanisms (4, 18).

Overall, Dodge (18) found good agreement for form-
aldehyde and ozone production with CB4 and LCC when
typical urban mixtures of organics were studied. However,
differences were noted when isolated organic compounds
were used as inputs instead of a mixture. These conclu-
sions are supported by the DDM analysis. For H,0,
concentrations, Dodge (4) found that agreement between
CB4 and LCC at high ROG to NO, ratios was significantly
improved when the HO; + XO, reaction was added to
CB4. Even with this reaction and at a 9:1 ROG to NO,
ratio, Dodge (18) found higher H;0, yields with CB4 than
with LCC for simulations in which propene and acet-
aldehyde were studied individually. The results of the
current analysis are also consistent with these findings for

Of the individual organic compound classes, the aro-
matics are of special note because the chemistry of the
aromatics is considered highly uncertain. Dodge found
that the toluene class in LCC was more reactive than that
in CB4. The sensitivity analysis supports this finding for
toluene. Also consistent with Dodge's results (18), but in
contrast to previous findings of discrepancies between
mechanisms in xylene chemistry, the sensitivities of O3,
HCHO, and H,0, to the initial xylene concentrations in
CB4.1 and LCC calculated in this study show fairly good
agreement.

One case in which the DDM results do not agree with
those of Dodge highlights the fact that the comparative
performance of alternative mechanisms can depend on the
ROG composition used. Dodge (18) found that CB4 gave
relatively high formaldehyde and ozone concentrations in
a simulacion with a 9:1 ROG to NO, ratio in which
trans-2-butene was studied alone. This discrepancy was
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attributed to the use of acetaldehyde to represent trans-
9-butene in CB4. In contrast to Dodge’s results, applica-
tion of the DDM indicated that ozone and formaldehyde
sensitivities to acetaldehyde in CB4 and CB4.1 were similar
to or lower than the sensitivities to trans-2-butene in LCC.

6. Conclusions

The results of this study generally support the conclu-
sions of earlier comparisons of CB4 and LCC. However,
the formal sensitivity analysis method brought out im-
portant characteristics of their comparative behavior that
were not apperent in previous studies. And, because it
calculates sensitivity coefficients for all species and rate
parameters simultaneously, a single DDM application can
replace numerous kinetic simulations performed in in-
formal sensitivity analysis. The direct decoupled method
thus provides a highly efficient tool for comparing com-
peting mechanisms. Kinetic simulation results can be used
to compare the predictions of different mechanisms but
are difficult to interpret in terms of what gives rise to
disagreements. Detailed examination of mechanism list-
ings is useful for identifying potential sources of dis-
agreement, but less helpful in determining which are the
key discrepancies. The sensitivity analysis method thus
fills a critical gap by providing a means of determining
which discrepancies are most significant. Because chemical
mechanisms developed for use in air-quality models are
frequently revised and often need to be reevaluated, the
efficiency and guidance afforded by the DDM approach
are major benefits.

For the conditions studied, which approximate those of
a smog chamber with a multicomponent mixture of input
organics, ozone concentrations predicted with CB4, CB4.1,
and LCC showed close agreement, but larger disparity
occurred for hydrogen peroxide and formaldehyde con-
centrations. Sensitivity analysis of the three mechanisms
indicated that the reactivities of the alkanes and toluene
classes in LCC tend to be high relative to the reactivities
of the respective classes in CB4 and CB4.1; and the re-
activities of the aldehydes and propene classes in CB4 and
CB4.1 tend to be high compared to those in LCC. Fur-
thermore, the sensitivity analysis indicates that the in-
correct treatment of the HCHO + HO, reaction in LCC
and the differences between the acety! peroxy radical re-
action rates of LCC, CB4 and CB4.1 are key factors con-
tributing to the differences in the predictions. In partic-
ular, recommended changes (16) to the rates of the acetyl
peroxy radical + NO and PAN formation and decompo-
sition reactions, which were incorporated into CB4.1,
contribute to the relatively high “reactivity™ of acet-
aldehyde and propene in that mechanism.

The direct decoupled method is also well-suited to the
problem of quantitatively ranking organic compounds by
their relative contributions to the formation of ozone or
other secondary pollutants of concern. Use of the direct
decoupled method offers two key advantages over re-
activity estimation approaches that have been used pre-
viously. Sensitivity coefficients calculated with the direct
decoupled method are exact reactivities, in that they are
evaluated at the limit as the change in the input concen-
tration of the organic under study approaches zero. And,
with the DDM the sensitivity of all of the output species
to all of the input species can be calculated at once rather
than one at a time. Direct decoupled method sensitivity
results were consistent with previous calculations of in-
cremental reactivities, indicating HCHO, alkenes, and
xylene to be the most reactive species in terms of ozone
production. Carter and Atkinson (12) have previously
emphasized the dependence of reactivity estimates on



simulation conditions. The current study has also shown
that even for mechanisms giving peak ozone concentrations
in close agreement the underlying reactivities they show
for specific classes of organics can differ substantially.
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