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ABSTRACT

An experimental and mechanism development study eeased out to enhance the recently
developed SAPRC-11 gas phase aromatic mechanistrtao predict secondary organic aerosol (SOA)
formation from the atmospheric reactions of aroosatimhis phase of the project covered dry condition
and 300K. A total of 158 dual reactor chamber expents were carried out using the UCR-EPA
environmental chamber, and their results were coetbiwith existing UCR-EPA data to provide a
database of 315 separate reactor irradiations fechamism evaluation. A total of 14 representative
aromatic hydrocarbons and 7 representative phenofigpounds were studied with varying reactant and
NOy levels and in some cases with different light searand other added reactants Methods were
developed and evaluated to represent gas-partatfitipning, nucleation, and chamber effects when
modeling the experiments. Alternative mechanismsewexamined and SOA yield and gas-particle
partitioning parameters were optimized to simutheeavailable chamber data. The model simulated mos
of the data without large biases but with largertarrun variability in model performance than alveel
in ozone mechanism evaluations, and potential atialu problems were observed for some compounds.
It is concluded that this new mechanism refleces dhrrent state of the science. Recommendations are
given for the next phase of SOA mechanism developied other needed research.
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EXECUTIVE SUMMARY

Background

Secondary organic aerosol (SOA) formed from atmesphreactions of volatile organic
compounds (VOCSs) constitutes an important compoérdatmospheric particulate matter (PM) that
impacts visibility, climate, and health. Developrher reliable and effective SOA control strategies
depends on models that can reliably simulate isétion based on an adequate understanding of SOA
formation processes. Previous work has resultegiimus parameterized methods for modeling SOA in
airshed models that have known limitations and wheaidity in atmospheric simulations is doubtful.
Ultimately, we need detailed mechanisms that cadipt SOA based on our understanding of actual
chemical reactions and species involved, but dgugdosuch mechanisms is many years away.

Adapting existing gas-phase mechanisms to SOA nmagled what is needed at the current phase
of SOA mechanism development. It should start vdéveloping SOA mechanisms for well-defined
chemical systems reacting under well-controlled amdl-characterized conditions, and then continue
with enhancing them to cover additional types oémftal compounds and the other atmospheric
conditions that need to be represented. This progmesents the first phase of this plan, covering
aromatics reacting under dry conditions at ~300keut added seed aerosol.

Objectivesand Methods

The objectives of this project were to carry owd thxperimental and mechanism development
work to enhance existing gas-phase mechanismsegactn predictively model SOA formation from the
reactions of aromatics under well-defined condgioBnvironmental chamber experiments were carried
out to measure PM formation in both the presenceadrssence of NOn the UCR-EPA chamber, which
has been used extensively for gas-phase mechaniainagon studies at atmospherically relevant
reactant levels and is well characterized for thigpose. The results were used to develop and atealu
enhanced versions of the current SAPRC aromatiashamessm that can predict the SOA formation
observed in the experiments. The compounds stud@esented the major types of aromatics, including
14 different representative aromatic hydrocarbants adifferent representative phenolic compoundd, a
the experiments had varying reactant levels arsine cases differing light sources and additiootloér
reactants. The experiments in this phase of thgeeqgirovere restricted to dry conditions and 300K, to
allow for differences among compounds and readtameis to be comprehensively evaluated. Models and
methods were developed and evaluated to repressAapagticle partitioning, nucleation and chamber
effects when modeling our experiments. The resuwiee used to derive mechanisms and parameters to
predict SOA formation from the 14 aromatic hydrdears and 3 representative phenolic products, and
also to develop mechanisms for lumped aromatic irskeies for airshed models.

Results and Discussion

A total of 158 dual reactor environmental chambegyegiments were carried out for this project
to provide data needed for aromatic SOA mechanisweldpment. Of these 316 separate reactor
irradiations, 40 (13%) were analyzed or modeledcflamber characterization purposes, and 217 (69%)
were judged to be useful for SOA mechanism evalnatiThese were combined with relevant
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experiments carried out previously in our chambeield a combined dataset of inputs and resolts f
334 well-characterized and quality-assured reacntadiations useful for SOA mechanism evaluation.

The recently developed SAPRC-11 gas-phase arommtichanism was used as the starting point
to develop a mechanism for predicting aromatic SOe SOA model used a level of detail similar to
that used for the gas-phase mechanism, and repedsiare different SOA formation processes using 11
new model species, for which yields and partitignimrameters had to be estimated or derived based o
simulations of the chamber data. Various altereatiechanism formulations and alternative partitigni
parameter values were examined in test calculatisith the results being used to select a baseline
mechanism that seemed to be chemically reasoraindeto fit the available data with the least baxe
the various adjustable yield parameters (two fahesromatic hydrocarbon, and six in total for tharf
phenolic model species) were optimized. The mesmarpredicted that approximately ~5-60% of the
SOA formed from aromatic hydrocarbons come from tlactions of phenolic products, with the
remaining coming from primary hydroperoxide forroatiand from secondary reactions of non-phenolic
aromatic oxidation products. The relative imporeantthese processes varied with reaction condition

The mechanism was evaluated by conducting modallatrans of the 315 SOA mechanism
evaluation experiments. The model simulated mosthef data without large overall biases because
parameters in the mechanism were adjusted to nEriliases, and in most cases no clear dependence of
model performance on experimental conditions cdudfound, which tends to support the model
formulation used. More run-to-run variability in el performance was observed in the evaluation
results than is the case in ozone mechanism ei@igsatand some potentially significant biases and
evaluation problems were seen for some compoundsvekr, other than the variability and some
inconsistencies in the data for toluene, the problelid not appear to be significant for most of the
compounds, particularly for m-xylene, the compothmat was the most extensively studied.

Conclusions and Recommendations

We believe this work represents significant prograed what is necessary at this stage in the
process of adapting gas-phase mechanisms to pngd®OA formation in the atmosphere. There were
mechanism evaluation issues such as greater siatter fits to the data than observed when evilgat
gas-phase mechanisms, and clearly many uncertieist in the mechanism as well as the modeling
methods and chamber effects model, but this reflet current state of the science.

The major recommendations coming from this prog& that additional phases of the work
needed to provide improved models for SOA formatiothe atmosphere should be carried out, and that
longer-term research is also needed. The next @iamdd be to enhance the mechanism developed for
this work so that it can cover compounds other theosmatics and conditions of varying humidity,
temperature, and other types of PM present. Stusfidbe level of detail appropriate for represegtin
SOA formation in airshed models are needed to gdidare SOA mechanism development and
implementation. Additional work is needed to evéuand improve our ability to model the
transformation of gas-phase species to particles lfack), both in the context of atmospheric modats
when developing mechanisms using chamber data.rtantges in SOA-related chamber effects need to
be reduced, and inter-laboratory comparison studiegshamber experiments for SOA mechanism
evaluation need to be carried out. The appropriggenf the absorptive partitioning assumptions si¢ed
be evaluated and better methods for measuringtionaig partitioning coefficients are needed. Hina
work needs to continue to characterize the compopnelsent in SOA and exactly how they are formed
so that ultimately the models can be based on fuedéal scientific understanding rather than
adjustments to fit chamber data.
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INTRODUCTION

Secondary organic aerosol (SOA) formed from atmesphreactions of volatile organic
compounds (VOCs) in the presence of NOx constitiesimportant component of atmospheric
particulate matter (PM) that impacts visibilityinsate, and health. Development of reliable andcéife
SOA control strategies depends on models that ehably simulate SOA formation, which in turn
requires an adequate understanding of SOA formationesses. Due to limited knowledge of chemical
and physical processes involved in SOA formatio®ASmodeling is afflicted by large uncertainties
(Volkamer et al, 2006; Zhang et al, 2007).

Data on SOA formation in well-characterized envinemtal chamber experiments representing a
range of atmospheric conditions are essentialsioatied improve our theories and models for pratlicti
SOA in the atmosphere. Emerging evidence obtaimech fsuch experiments demonstrates that NO
levels during atmospheric simulations impact théemtx of gas-to-particle conversion measured for
atmospherically relevant hydrocarbons (Chen eR@05; Hurley et al, 2001). Previous findings widely
cited and used in atmospheric airshed models ar@edefrom atmospheric chamber simulations at
elevated NQ concentrations far exceeding those typically entened in urban airsheds (e.g., Odum et
al, 1996, 1997; Griffin et al, 1999; Cocker et 2001; Izumi and Fukuyama, 1990; Jang and Kamens,
2001). Previous data from our group (Song et a8052@nd at EUPHORE (Johnson et al, 2005) indicate
that current environmental chamber data obtainedeumrlevated NQ conditions may significantly
underestimate SOA formation. For aromatic systeBm)g et al (2005, 2007) performed a series of
experiments demonstrating that aerosol productoelévated at low NQOconcentrations and that this
cannot simply be predicted by ozone, hydroxyl, aitdate concentrations present in the chamber. A
significant portion of the underprediction in aevogormation may be resulting from improperly
evaluating aerosol formation at atmosphericallgvaht VOC to NQratios.

Previously, our group developed a preliminary matek tracks the gas phase precursors and
applies a semi-empirically determined gas-to-plerpartitioning coefficient to single precursorsdkién
et al, 2007, 2008a). This model involved addingrespntations of SOA formation processes to the
SAPRC-07 mechanism previously developed by Cagédi@a). Although SAPRC-07 was developed
primarily to represent gas-phase processes andlagcozone reactivity scales, it is well suited fo
adaptation to models for SOA prediction becausé@sofbility to represent mechanism differences of
individual VOCs, and because of its significantigproved capabilities of predicting hydroperoxide
formation, which we believe are important PM prasous (Carter, 2010a). Although this model showed
promise for tracking the influence of N@n SOA formation, it did not correctly simulatd af the
available data, and it incorporates assumptiorisnidad to be experimentally tested. In additiorabee
of limited available data, its scope was limited S®A predictions from m-xylene. Although this
represented a useful starting point, it neededfgignt development and experimental evaluatioroteef
it could be adapted for regulatory modeling.

This project was carried out to address the neatkt®lop and evaluate improved models for
predictions of SOA formation from aromatic composin@ihe approach used and the results obtained are
documented in this report. Briefly, the approachnsisted of carrying out well-characterized
environmental chamber experiments to measure PMdton from the irradiations in both the presence
and absence of NQand using the results to develop and evaluatdamems to predict SOA formation
from the compounds that were studied. The aromaliO, irradiations were carried out at various
aromatic, NQ, and aromatic / NQleevels, and the experiments without Nednsisted of aromatic -8,
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irradiations with varying initial aromatic and,®, levels. Experiments with m-xylene were carried out
with varying light intensities and different lighburces, though most experiments were carried $ingu
blacklight irradiation. Mechanism evaluation expggihts were conducted with a total of 14 differesmin
phenolic aromatic hydrocarbons, consisting of beazand all the possible,Cy alkylbenzene isomers,
and also with a number of representative phenobduyurts.

The chemical mechanism used as the starting poitiis work was the SAPRC-11 gas-phase
aromatics mechanism, which is an updated versi@d@A#fRC-07 that was also developed for this project
and is documented in a separate report (CarteHaod 2012). Model species and reactions were added
to this mechanism to represent SOA formation frarmowus processes, and yield and other parameters
representing these processes were adjusted baskd orodel simulations of the experiments carrigd o
for this project.

Because of limited time and resources the expetsnerre restricted to dry conditions and a
single temperature (~300K) with no added seed akres the mechanism developed for this work is
limited to this set of conditions. Although a wideariety of conditions need to be represented in ai
quality modeling under ambient conditions, thisaisiecessary first step in the process of developing
improved models for predicting SOA in regulatorydats. Recommendations for additional work that is
needed to continue making necessary progress tewlardgoal are discussed in this report.



EXPERIMENTAL METHODS

Chamber Description

All of the environmental chamber experiments fds tbroject were carried out using the UCR
EPA environmental chamber. This chamber was coetsisluunder EPA funding to address the needs for
an improved environmental chamber database for amsmm evaluation (Carter et al, 1999, Carter,
2002). The objectives, design, construction, arsdilte of the initial evaluation of this chamberiliae
are described in more detail elsewhere (Cartet, €t989; Carter, 2002, 2004; Carter et al, 20058b)
brief description of the chamber is given below.

The UCR EPA chamber consists of two ~85,000-lileorinated ethylene propylene (FEP)
Teflon® reactors located inside a 16,000 cubic dmperature-controlled "clean room" that is
continuously flushed with purified air. The cleaoom design is employed in order to minimize
infiltration of background contaminants into th@ctor due to permeation or leaks. Two alternaiiylet |
sources can be used. The first consists of a 200akfyn arc lamp with specially designed UV filters
that give a UV and visible spectrum similar to sgiml. This light source could not be used for this
project because it was not operational duringfieisod. Banks of blacklights are also present teesas
a backup light source for experiments where blgbklirradiation is sufficient, and this was usedtfoe
experiments for this project because of availabiéind because use of blacklights was judged to be
sufficient to satisfy the project objectives. Thdsacklights were upgraded to yield a higher light
intensity as part of a previous project funded g California Air Resources Board (CARB) (Carter,
2011). The interior of the enclosure is coverechwflective aluminum panels in order to maximize t
available light intensity and to attain sufficidight uniformity, which is estimated to be +10% luetter
in the portion of the enclosure where the reacdoeslocated (Carter, 2002). A diagram of the englos
and reactors is shown in Figure 1. The spectrurth@fblacklight light source is given by Carter kt a
(1995).

The dual reactors are constructed of flexible 2 (@05 mm) Teflon® film, which is the same
material used in the other UCR Teflon chambers deednechanism evaluation (e.g., Carter, 2000a,
2010a, and references therein). A semi-flexiblenravork design was developed to minimize leakage
and simplify the management of large volume reacfbne Teflon film is heat-sealed into separatetshe
for the top, bottom, and sides (the latter seatéal a cylindrical shape) that are held togetheriamace
using bottom frames attached to the floor and mioleeimp frames. The moveable top frame is helth¢o t
ceiling by cables that are controlled by motord tiagse the top to allow the reactors to expandrnwhe
filled or lower the top to allow the volume to coadt when the reactors are being emptied or flushed
These motors in turn are controlled by pressuresasnthat raise or lower the reactors as needed to
maintain slight positive pressure which contributes preventing background contaminants from
infiltrating into the chamber reactors. During esipents the top frames are slowly lowered to mamsa
constant positive pressure of approximately 0.@Beés of water (7.5 Pa) as the reactor volumes dsere
due to sampling or leaks. The experiment is tertath# the volume of one of the reactor reacheaiibo
1/5 the maximum value, where the time this tookedhdepending on the amount of leaks in the reactor
but was greater than the duration of most of thEesments discussed in this report. Since at leaste
leaks are unavoidable in any large Teflon film tegcthe constant positive pressure is important to
minimize the introduction of enclosure air into tleactor that may otherwise result.
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Figure 1. Schematic of the UCR EPA environmentahaber reactors and enclosure.

As indicated in Figure 1, the floor of the reactbes openings for a high volume mixing system
for mixing reactants within a reactor and also éxchanging reactants between the two reactors to
achieve equal concentrations in each reactor. Utiiizes four 10" Teflon pipes with Teflon-coated
blowers and flanges to either blow air from oneesifia reactor to the other, or to move air betwessrh
of the two reactors. Teflon-coated air-driven metdl/es are used to close off the openings to tixenm
system when not in use, and during the irradiatixperiments.

An air purification system (AADCO, Cleves, OH) thabvides dry purified air at flow rates up
to 1500 liters mift is used to supply the air to flush the enclosurd & flush and fill the reactors
between experiments. The air is further purifiedplgsing it through cartridges filled with Purafié®d
heated Carulite 300® which is a Hopcalite® typealyest, and also through a filter to remove partioeil
matter. The measured NCGCO, and non-methane organic concentrations iptinéed air were found to
be less than the detection limits of the instruragon employed (see Analytical Instrumentationplagl

The chamber enclosure is located on the second dfoa two-floor laboratory building that was
designed and constructed specifically to house tadlity (Carter, 2002). Most of the analytical
instrumentation is located on the ground floor la¢émeéhe chamber, with sampling lines leading down a
shown in Figure 1.

Analytical Instrumentation

Table 1 gives a listing of the analytical and chseazation instrumentation whose data were
utilized for this project. Other instrumentationsaavailable and used for some of these experimasts,



Table 1. List of analytical and characterizatiostinomentation for the UCR EPA chamber whose
data were used for mechanism evaluation.
Type Model or Description Species  Sensitivity Comtse
Ozone Dasibi Model 1003-AH. UV O3 2 ppb Standard monitoring instrument.
Analyzer absorption analysis.
NO - NG, TECO Model 42 C with NO 1 ppb Useful for NO and initial NO
Analyzer chemiluminescent analysis for NO. 1 pob monitoring. Note that converter used for
NO, NG, is converted to NO 4 PP NO, analysis also converts peroxy acyl
by catalytic conversion. nitrates (PANs) and organic nitrates, so
these are also detected as ;NQuartz
fiber filters soaked in a 9% solution of
NaCl and dried were used to remove
HNO; prior to entering the converter, to
avoid a non-quantitative interference by
HNO:s.
CO Analyzer Thermo Environmental (6{0) 50 ppb  Standard monitoring instrument
Instruments Inc. Model 48 C
GC-FID HP 6890 Series Il GCs with VOCs  ~10ppbC 30 m x 0.53 mm GS-Alumina column
Instruments dual columns, loop injectors used for the analysis of light
and FID detectors. Controlled hydrocarbons such as ethene, propane,
by computer interfaced to butane, trans-2-butene and
network. perfluorohexane and 30 m x 0.53 mm
DB-5 column used for the analysis of,C
alkanes and aromatics, such as toluene
andme-xylene. Loop injection is suitable
for low to medium volatility VOCs that
are not too "sticky" to pass through
valves.
GC-FID Agilent 6890 GC with FID Lower ~1ppbC Sample collection tubes were packed
Instruments detection interfaced to a Volatil- with Tenax-TA/Carbopack/Carbosieve
with ThermoDesorption System ity S111. The tubes were thermally desorbed
cartridge (CDS analytical, ACEM9305, VOCs at 290°C. The column used was a 30 m
sampling Sorbent Tube MX062171) with Restek® Rtx-35 Amine (0.53 mm ID,
Tenax-TA/Carbopack/ 1.00 micron). This system was used for
Carbosieve S111. the analysis of low-volatility compounds
such as phenolic compounds.
Gas Model 146C Thermo N/A N/A Used for calibration of NQand other
Calibrator Environmental Dynamic Gas analyzers. Instrument under continuous
Calibrator use.
Data Windows PC with custom N/A S, Used to collect data from most
Acquisition  LabView software, 16 analog temperatu monitoring instruments and control
System input, 40 1/O, 16 thermo- re sampling solenoids. In-house LabView

couple, and 8 RS-232 channels.

software was developed using software
developed by Sonoma Technology for
ARB for the Central California Air
Quality Study as the starting point.



Table 1 (continued)

Type Model or Description Species  Sensitivity Comitse

Temperature Various thermocouples, Tempera ~0.1°C  Primary measurement is thermocouples

sensors radiation shielded -ture inside reactor. However, comparison with
thermocouple housing temperature measurements in the sample

line suggests that irradiative heating may
bias these data high by ~X5 See text.

Scanning TSI 3080L column, TSI 3077 Aerosol Adequate Provides information on size distribution

Mobility 8Kr neutralizer, and TSI number of aerosols in the 28-730 nm size range,

Particle 3760A CPC. Instrument and size which accounts for most of the aerosol

Spectrometer design, control, and operation distribut- mass formed in our experiments. Data

(SMPS) Similar to that described in ions can be used to assess effects of VOCs on
Cocker et al (2001) secondary PM formation.

discussed by Carter (2002), Carter et al (2005t @ (2010a, 2010b), and Nakao et al (20114&)tHm
data obtained were either not characterized foreiingl or required additional analysis that was Inelyo
the scope of this project, and were not used inntleehanism evaluations for this project. Table 1
includes a brief description of the equipment, g®eenonitored, and their approximate sensitivities,
where applicable. These are discussed furtherifidlowing sections.

Ozone, CO, NO, and N@i.e., NO, NQ and other nitrogen-containing species that areeoed
to NO using a heated catalytic converter) were toed using commercially available instruments as
indicated in Table 1. The instruments were sparfinedNO, NG,, and CO and zeroed prior to most
experiments using the gas calibration system inelicen Table 1, and a prepared calibration gasdgli
with known amounts of NO and COz@nd NQ spans were conducted by gas phase titration (GPT)
using the calibrator during this period. N€ncentrations established during sampling froenzéro air
(purified air) and during GPT using reaction betw® and Q to generate a specified concentration of
NO, were used as reference Néoncentrations (for GPT, refer to Singh et al @96&ried and Hodgeson
(1982), Bertram et al (2005) or Hargrove and Zh@@f8)). Span and zero corrections were made to the
NO, NO,, and CO data as appropriate based on the refuliese span measurements, and thepgans
indicated that the UV absorption instrument wagquering within its specifications.

Organic reactants were analyzed by gas chromatogrépC) with flame ionization detector

(FID) as described elsewhere (Carter et al, 1968;adso Table 1). Propylene and perfluorohexane (n-
CeF14 used as a dilution tracer) were monitored by gid@ m megabore GS-Alumina column and the
loop sampling system. The second signal of the sa@eutfitted with FID, loop sampling system and
30 m megabore DB-5 column was used to analyze digiate compounds: benzene, toluene,
ethylbenzene, and the propylbenzene, xylene, ethgibe, and trimethylbenzene isomers. A GC-FID
interfaced to a thermal desorption system with an3Rtx-35 Amine column (RESTEK, Cat No. 11355)
was used to analyze less volatile compounds sucphasol, cresol, dimethylphenol, and catechol
isomers. The sampling methods employed for injgctire sample with the test compounds on the GC
column depended on the volatility or "stickineséth® compounds.

Both the GC instruments were controlled and thatadvere analyzed using HPChem software
installed on a dedicated PC. The GC's were spansied the prepared calibration cylinder with known
amounts of ethylene, propane, propylamrbutane n-hexane, toluenai-octane andarn-xylene in ultrapure
nitrogen. Analyses of the span mixture were corgtlietpproximately every day an experiment was run,
and the results were tracked for consistency.



GC response factors that are required for quaivttatetection were obtained as follows: GC
response factors for propene, toluene and m-xyesre determined using the calibration cylinder and
GC span analyses, and verified by injecting andpsam known amounts of the compound in a
calibration chamber of known volume. GC responstofa for the other aromatic hydrocarbon isomers
and perfluorohexane were determined based on fketéd amounts and GC areas obtained during
representative runs. For the phenolic compound<satethols, liquid calibration was used to obtagirt
GC response factors.

The amounts of gaseous compounds injected, sudablO,, and propene, were determined by
using a custom-built vacuum rack, an MKS Baratrgm®cision pressure gauge, and bulbs of known
volume, determined by weighing when filled with eatThe amounts of liquid compounds injected, such
as most organic reactants, were determined by mirgsamounts injected using microliter syringeseTh
volumes of the calibration chambers were determibogdnjecting and analyzing compounds whose
analyses have been calibrated previously. For-stditt compounds, such as phenol, catechol, picreso
2,6- and 3,5-dimethylphenol, a small cut of thedsetate material was weighed using a balance eabelt
using an oven integrated with the injection systerd injected into the reactors by using heatedas.
The injection oven was also used for o-/m-cresa 24-dimethylphenol. CO and,€, were also used
for this project. CO was directly injected from tydinder of CO using a flow controller, and liqui§O,

(50 wt% in water) was injected using the injectmren as well as microliter syringes to minimize the
time needed to inject@,, a sticky compound.

The amount of kD, injected into the gas phase was not monitoredhédtto be calculated from
the volume and concentration of the liquigddwater solution injected and the volume of the cheam
The concentration of ¥, in the solution (50wt%, Sigma-Aldrich) was confethby weighing a known
volume of the solution (accurate within 5%). Thepesmental hydrocarbon decay rates agreed
reasonably with the predicted decay rates basd¢kdeoamount of kD, injected into the reactors.

Particle size distribution between 27 and 685 nra manitored by a scanning mobility particle
sizer (SMPS) similar to that described in Cockeald®R001). Particle sizing was periodically vexdiby
aerosolized polystyrene latex (PSL) particles (220, and 350 nm) (3000 series Nanosphere Size
Standards, Thermo Scientific). (See also Tablelrffprmation from this SMPS was used to obtain
particle numbers and particle volumes for this gtiRlze-resolved particle numbers were convertéal in
particle volumes by assuming that the particlesnémt were ideally spherical in shape (in other words
particle volume =1/6)-D* where D is the particle diameter) and had a umifdensity of 1.4 gm/cin
based on previous studies at this chamber fadilitglloy et al. 2009; Nakao et al, 2011a). Particle
volatility was monitored with a Volatility Tandemifferential Mobility Analyzer (VTDMA), in which
mono-disperse particles of mobility diameter Dmé gelected by the first DMA followed by transport
through a Dekati thermodenuder (TD; residence tird&: s, temperature: 180). The particle size after
the TD (Dmf) is then measured by fitting a log-natmsize distribution curve from the second SMPS.
Volume fraction remaining (VFR) is then calculatesl the before and after the TD volume ratio, i.e.,
VFR = (Dmf/Dmi)®. The VTDMA was calibrated for each diameter settirsing VFR of non-volatile
seed particles (e.g., dry (NSO, seed aerosol) (Qi et al. 2010b; Nakao et al. 2011a

Most of the instruments, other than the GCs andsatrinstrument, were interfaced to a PC-
based computer data acquisition system under thieot@f a LabView program written for this purpose
These data, and the GC data from the HP ChemStatioputer, were collected over the CE-CERT
computer network and merged into Excel files tharevused for applying span, zero, and other
corrections, and preparation of the data for modeli



Sampling M ethods

Samples for analysis by the continuous monitorimgirument were withdrawn alternately from
the two reactors and zero air, under the contraloténoid valves that were in turn controlled by tlata
acquisition system discussed above. For most erpats the sampling cycle was 5 minutes for each
reactor, the zero air, or (for control purpose) ttmmber enclosure. The program controlling the
sampling sent data to the data acquisition prograrmndicate which of the two reactors was being
sampled, so the data could be appropriately ampadi when being processed. Data taken less than 3-4
minutes after the sample switched were not useddbsequent data processing. The sampling system
employed is described in more detail by Carter 2200

Samples for GC analysis of surrogate compounds Yteden at approximately every 20-minute
directly from each of the reactors through the smeasample lines attached to the bottom of thetoes,
as shown in Figure 1. The GC sample loops werdddgor a desired time with the air from reactors
using a pump. Samples for analysis of the phenobmpounds were taken by using Tenax-
TA/Carbopack/Carbosieve S111 cartridges that wexe thermally desorbed onto the GC for analysis.

Char acterization M ethods

Use of chamber data for mechanism evaluation reguirat the conditions of the experiments be
adequately characterized. This includes measuresn@rtemperature, humidity, and light intensity and
spectral distribution, and wall effects characttitm. Wall effects characterization for gas-phase
mechanism evaluation is discussed in detail byeaC4®004) and updated by Carter and Malkina (2005)
and Carter (2010a), and most of that discussiompiglicable to the experiments for this project.
Additional characterization is required for SOA magism evaluation as discussed below in the
Characterization Results section, below. The insémtation used for the other characterization
measurements is briefly summarized in Table 1,thagde measurements are discussed further below.

Temperature. Air temperature was monitored durihgniber experiments using calibrated
thermocouples attached to thermocouple boards an computer data acquisition system. The
temperature in each of the reactors was continyounshsured using relatively fine gauge thermocauple
that were located a few inches above the floorhefreactors. These thermocouples were not shielded
from the light, though it was expected that irréigiheating would be minimized because of theialém
size. Experiments where the thermocouple for onth@freactors was relocated to inside the sammpde li
indicated that radiative heating is probably noghggble, and that a correction needs to be madé¢his
by subtracting ~2X from the readings of the thermocouples in thetoga. This is discussed by Carter
(2004).

The temperature was not varied for the experimeatsed out for this project. The average
temperature for the UCR-EPA chamber experimentd tmemechanism evaluation was in the range of
296-307K, with the average being 29%K.

Light Spectrum and Intensity. The spectrum of tightl source in the 300-850 nm region has
been measured using a LiCor LI-1800 spectroradiemethich is periodically calibrated at the factory
(e.g., see Carter et al, 1995). Based on previgtengive measurements the spectrum of the blagkligh
light was assumed to be constant, and was not meshsluring the time period of this project. The
method used to derive the light intensity usinghiteecklight light source was based on that disalitse
Carter et al (1995), updated as described by Carer Malkina (2007). Briefly, the absolute light
intensity is measured by carrying out Nactinometry experiments periodically using the rguaube
method of Zafonte et al (1977) modified as discddseCarter et al (1995). In most cases the quabtz
was located in front of the reactors. Since thisatmn is closer to the light than the centershaf t
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reactors, the measurement at this location is eggdo be biased high, so the primary utility ofégé
data are to assess potential variation of intensitgr time. However, several special actinometry
experiments were previously conducted where thetzjtizbe was located inside the reactors, to peosid
direct measurement of the NPhotolysis rates inside the reactors.

Additional blacklights were added to the chambethim year 2010 as part of a previous CARB-
funded project (Carter, 2011). The light intensitgs measured once the construction of the newslight
were completed using the quartz tube method disduaisove, both inside and outside the reactorselhe
measurements are discussed by Carter (2011), anduanmarized, along with results of more recent
measurements made during the later period of tligeq, are discussed in the "Experimental Results"
section, below. Since the same type of blacklighb® (115W Osram Sylvania 350 BL; part no. 25251)
was used with the new lights as those alreadydrcttamber, we assume that the spectral distribofion
the light source did not change.

Experimental Procedures

The reaction bags were collapsed to the minimuranel by lowering the top frames, and then
emptied and refilled at least six times with thghts being turned off after each experiment, armah th
were filled with dry purified air on the night beéoeach experiment. Span measurements were ggnerall
made on the continuously measuring instruments poitnjecting the reactants for the experimentse T
reactants were then injected through Teflon injeclines (that are separate from the sampling Jines
leading from the laboratory on the first floor teetreactors on the second floor. The common refsctan
were injected in both reactors simultaneously, wede mixed by using the reactor-to-reactor exchange
blowers and pipes for 10 minutes. The valves toethehange system were then closed and the other
reactants were injected to their respective sidesnaixed using the in-reactor mixing blowers angegi
for 1 minute. The contents of the chamber were thenitored for at least 30 minutes prior to irrdidia,
and samples were taken from each reactor for Gysisdo get stabilized initial concentrations aid
temperatures inside the reactors.

Once the initial reactants are injected, staliliznd sampled, the blacklights were turned on to
begin the irradiation. During the irradiation thentents of the reactors were kept at a constantiyes
pressure by lowering the top frames as needed/ ynuditive pressure control, to minimize infiltiati of
background contaminants into the reactors. Thetweaolumes therefore decreased during the course o
the experiments, in part due to sample withdrawalia part due to small leaks in the reactors. giagl
irradiation experiment ended after about 6 houyswbich time the reactors are typically down to atbo
half their fully filled volume. Larger leaks are nifested by more rapid decline of reactor volunses]
the run is aborted early if the volume declinealbout 1/5 the maximum. This was not the case fatmo
of the experiments discussed in this report. Affter irradiation the reactors were emptied anddiliéx
times as indicated above.

The procedures for injecting the various types edctants were as follows. NO, BNCand
propene were prepared for injection using a vacuaok. For example, known pressures of NO,
measured with MKS Baratron capacitance manometegse expanded into Pyrex bulbs with known
volumes, which were then filled with nitrogen (fNO) or purified air (for N@). The contents of the
bulbs were then flushed into the reactor(s) witttogen. For experiments with added CO, CO was
purified by passing it through an in-line activatdthrcoal trap and flushing it into the reactoa &nown
rate for the amount of time required to obtain dasired concentration. Measured volumes of volatile
liquid reactants were injected, using a micro gyeinnto a 2 ft long Pyrex injection tube surrouwheéth
heat tape and equipped with one port for the imgaatf the liquid and other ports to attach bulbghwas
reactants. kD, was also injected using a microliter syringe and®aen used for injecting low-volatility
compounds and sticky compounds such as phenolsraadls. For injections into both reactors, one end
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of the injection tube was attached to the "T"-shagiess tube (equipped with stopcocks) that was
connected to reactors and the other end of injdiide was connected to a nitrogen source. The
injections procedures into a single reactor warelar except the "T" tube was not used.

Injection of low-volatility compounds such as phermmcresol and catechol into the chambers
was carefully performed using a heated oven thrduggied transfer line maintained at a temperature
higher than oven for 30 minutes. The oven tempegatan be adjusted, and a temperature of 60°C was
used for this project. The glass manifold inside dlren was packed with glass wool to increase tiesm
transfer surface area. Nitrogen,JMvas used as the carrier gas. All the gas anddlijpactants intended
to be the same in both reactors were injectedeaséime time. The injection consisted of opening the
stopcocks and flushing the contents of the bullas the liquid reactants with nitrogen, with the lidu
reactants being heated slightly using heat tapestiraounded the injection tube. The flushing cwntid
for approximately 10 minutes.

Materials

The NO, CO, HO, and the other reagents used in this project caorma farious commercial
vendors as employed in previous projects at ousrltbry. CO (Praxair, CP grade) was scrubbed with
carbon charcoals before injection into the reactoreemove carbonyl-containing compounds produced
by reaction of CO and the cylinder surface. N@as generated in-situ by chemical conversion of NO
(Matheson, UHP grade) using reaction of NO with(i., NO + NO + @= 2 NG, inside small Pyrex
bulbs with known volumes. 4@, was purchased from Sigma-Aldrich agd4 solution in water (Sigma-
Aldrich, 50 wt. % in HO, stabilized, 516813) to use as a radical sodrge.concentration of 4D, in the
solution was measured so that the amounts,0% lihjected into the chamber could be determined from
the volume of solution used. Propene and ethene marchased from Matheson, and the other organic
reagents used in this study were purchased from&#yldrich.
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MODELING METHODS

Simulation I nputs and Procedures
Simulations of Chamber Experiments

The procedures used in the model simulations oétivironmental chamber experiments for this
project were based on those discussed in detaCdoyer (2004) and were employed in more recent
studies (Carter and Malkina, 2005, 2007; Carte®828nd references therein), except as indicatemhbel
and in the "Characterization Results" section latethis report. Carter (2004) should be consufted
details of the characterization model and chamffects parameters employed. The temperatures used
when modeling were the averages of the temperateesured in the reactors, corrected as discugsed b
Carter (2004). The temperature was not varied aachged 2992°K for the experiments for this project.
The photolysis rates were derived from the ,N@hotolysis rate measurements and the spectral
distribution for the light sources employed wasivdgt as discussed in the "Characterization Results"
section. The chamber effects model and paramesexd when modeling the experiments in this chamber
were the same as those given by Carter (2004) ekomethe HONO off-gasing parameters, which were
derived based on results of characterization ramged out in conjunction with these experiments] a
those related to PM formation, which were develojpedhis project. The chamber effects model ara th
derivation of its associated parameters are digecugs more detail in the "Characterization Results"
section later in this report.

The initial reactant concentrations used in the eh@iimulations were based on the measured
values except for experiments where the added aetacbuld not be accurately measured using the
available methods. This included,® in those experiments where,® was added and the few
experiments where catechol was added. In thoses,ctse amounts of the compounds injected into the
reactors, and the volumes of the reactors were tsethiculate the initial concentrations used for
modeling. Although the reactors are flexible, thaitial volumes were very consistent from run tmr
because of the use of the pressure control systesn ¥illing the reactor to its maximum volume prior
the reactant injections (see Chamber Descriptiotiase above, and Carter, 2004).

Adjustment of OH Radical Levels

As indicted in the Introduction, a major objectigé this project is to develop and evaluate
mechanisms for prediction of SOA formation from tkactions of aromatic hydrocarbons. Predictions of
the amounts of SOA formed when modeling a mechaeMatuation experiment depends not only on the
ability to predict how much SOA is formed when #rematic compound reacts (i.e., the SOA yield), but
also on the ability to preditiow much of the aromatic compound reacts during the expgartmThe latter
is determined primarily by the ability of the menksan to predict OH radical levels in the experiment
which is the main species with which most of thenaaitic compounds react. Prediction of radical level
is a part of the gas-phase chemical mechanism,evt®gelopment and evaluation is not strictly spagki
within the scope of this report. However, if thedabdoes not predict OH radical levels correctlwiit
not correctly predict the amounts of aromatics thatt in the mechanism evaluation experimentsghvhi
means that it will not correctly predict SOA levaiseasured in the experiments unless there are
compensating errors in the portions of the modetius predict SOA vyields.

As discussed in the Chemical Mechanism section hi§ teport the gas-phase chemical
mechanism used to represent the gas-phase aromedisons in this work is the SAPRC-11 aromatics
mechanism that is documented by Carter and Heo2j200he mechanism is enhanced to predict
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formation of condensable species for the purpos8@A predictions, but the portions involved in the
predictions of purely gas-phase species such agadidal levels have not been modified during this
enhancement for SOA prediction, because that wagdire re-adjusting and re-evaluating the gashas
mechanism for ozone formation. Unfortunately, asabsed by Carter and Heo (2012), and also observed
for previous versions of the SAPRC aromatics meishas (Carter, 2000a,b, 2010a) and other aromatics
mechanisms (e.g., see Bloss et al, 2005), the merhasystematically underpredicts OH levels and
amounts of aromatic hydrocarbon reacted in modallsitions of most aromatic - NOnechanism
evaluation experiments. This will introduce a biasthe evaluation of SOA mechanisms, since an
underprediction of radical levels would mean thabaect SOA mechanism should underpredict amounts
of SOA formed from the aromatics.

The approach used to address this problem is tstattje OH radical levels when modeling the
SOA mechanism evaluation experiments to force tbheahto predict the correct amounts of aromatic
VOC reacted in the simulation of the experimentisTis done by implementing versions of the
mechanism where the OH levels are specified asnatitn of time in the input file used for the
simulation of the chamber experiment, rather thaimd simulated by the model using the mechanism.
These are referred to as the "adjusted OH" versdtise mechanism in the discussion in this regort,
distinguish them from standard or "unadjusted" ioms where the OH levels are simulated using the
mechanism.

The method used to derive the OH levels for inmiib ithe adjusted OH mechanisms is as
follows. Each experiment is divided into a minimwh?2, and more typically 3, time segments where
plots of R* = In(Cy/C,) vs. time can be fit by various line segments, nieh® and G are the measured
concentration of the aromatic VOC at time t=0 aimdett= t, respectively. The default is to use 3
segments, the first being 0 to 60 minutes afterrtimestarts, the second being between 60 minutés an
halfway to the end of the experiment, and thebagtg from then to the end of the experiment. Tlese
be adjusted manually if judged to be necessariyt thd data with line segments. The value gfithe
initial concentration assigned for modeling. Foe #nd of each of the n segments, values ‘bfare
derived such that the sum of squares differencrselem the R* and the & values interpolated for the
time of each R* are minimized. The Excel solver function is usedi¢rive these Rvalues. The [OH]
level for each segment is then derived from

kOH - [OH} + dil = (R, - R".0) / (t - th.)
[OH], = (1 / kOH) + {(R'; - R".)) / (ta - )} - (dlil / KOH)

where kOH is the OH rate constant for the addethatic, [OH]}, in the average OH radical concentration
derived for segment n, dil is the dilution rateigised for the experiment (usually zero)! Rs the B
value for the end of the segment, arfty R set at 0, This follows from integrating the édiic equation
C=G e—t(kOH- [OH] + dl|).
Concentration-time plots of R and R' values derived for a representative experimer, th
adjusted OH levels derived from thé" Ralues, and the "experimental" and "adjusted Orideh
calculated concentrations for toluene are showhigure 2.

Results of unadjusted model calculations for OH thadene are also shown on Figure 2, where
the extent of underprediction of the unadjusted ehasl noticeable. This is typical of aromatic - NO
experiments used for mechanism evaluation (Caner leo, 2012). However, the unadjusted model
generally performed better in simulating the ardacnatonsumption rates in the aromatic -CH
experiments, because the calculated OH levelshieset experiments with,B, added are determined
primarily by the injected KD, and aromatic levels and are not as influencedrnmemainties in the gas-
phase aromatic mechanisms as for aromatic — NOgregwmpnts. Nevertheless, for consistency, adjusted
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Toluene - NOx Experiment EPA1107A
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Figure 2. Concentration-time plots of"®and ' values derived for a representative toluene -

NO, experiment, and the experimental and calculateeene and calculated OH levels
for that experiment.

model calculations were used for all the aroma@ASnechanism evaluation experiments where this is
appropriate. Such experiments with no reliable atoreactant data to derive adjusted OH levelswer
not used for SOA mechanism evaluation.

Although use of an adjusted OH mechanism is obljonst an appropriate approach for gas-
phase mechanism evaluation, it provides a meantedbthe model's capability to simulate SOA
formation from aromatics with the correct amounitshe aromatic hydrocarbon consumed by reaction
with OH, and also with better approximations of #mounts of secondary reactions of product species
that react with OH radicals and form SOA. Thereferecept for some sensitivity calculations where th
effect of not using the adjusted OH is examiner, @ipproach was used when modeling experiments for
compounds where use of this approach is approprdtis is considered appropriate for all aromatic
hydrocarbons except for benzene, but not for phemubducts such as cresols or xylenols when they
react in the presence of NO'his approach could not be used for benzene bBedaweacts with OH too
slowly for OH radical levels to be reliably derivéim its rate of consumption, and is not used for
phenolic products because they react to a signifieatent with NQ radicals as well as with OH radicals
in the presence of NO Although in principle this adjustment can be usedhe phenolic - KD,
experiments, it was found not to be necessaryHtfercresols and the xylenols because the unadjusted
model fit the consumption rate for the phenolic poond reasonably well. However, it was used for the
phenol - HO, experiments because the unadjusted model tendedetpredict the phenol consumption
rate in these experiments.

Note that the tendency for the aromatics mechantsnusderpredict OH radical levels does not
necessarily mean they will underpredict OH in ambigmulations to a comparable extent. However,
further discussion of this problem, which is apglite to all current aromatics mechanisms, is beybead
scope of this report.

Modeling PM formation

The model simulations in this work use a kinetid aquilibrium approach to simulate PM
formation. The rates of sorption of condensableciggeonto existing PM, which is assumed to be
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dominated by absorption (Pankow, 1994a, 1994b), cateulated using a gas-kinetic and diffusion
approach as discussed by Stroud et al (2004). dtes 1of evaporation or desorption of the condensed
species back to the gas-phase are calculated frernandensation rate and the equilibrium partitigni
coefficient for the condensable species as disdussw. Because our experiments do not have linitia
seed aerosol available for sorption, it is alsoeseary to use a simple model to approximately sitaul
new particle formation, as also discussed below.

The species and parameters used in our model limulating PM formation from a condensable
gas-phase species are listed and described in Zabblee table and discussion below give the pararmet
and species for an example condensable speciesd c&IND1" in this discussion, but the same is
applicable for all the condensable species in tbdeh The condensation and evaporation of CND1 on
and off particles are represented by the followiggtions that are added to the model.

CND1 + PMmass-> pmCND1 + (1+fCND1) PMmass k =kOnCND1 (1)
pmCND1 - CND1 - (fCND1) PMmass k = kOnCND1 / KpCND1 (2)

As indicated on Table 2, pmCND1 is the condenseath fof CND1, PMmass is the total PM mass,

fCNDL1 is a conversion factor relating the amounpwfCND1 formed or lost to the change in PMmass,
kOnCNDL1 is the condensation rate constant calalilate discussed below, and KpCND1 is the gas-
particle equilibrium partitioning coefficient spéed in the SOA mechanism for CND1, defined as
[PMCND1)/([PMmass][CND1]) under equilibrium conditis. In addition, the following reactions are

included in order to represent loss of particlesardensable material to the walls:

PMmass- (loss of PM to walls) k = PMwall (3)
pmCND1 - (CND1 on walls) k = PMwall (4)
CND1 -, (CND1 on walls) k = WallCond (5)
(CND1 on walls)» CND1 Assumed negligible (6)

where PMwall is the particle wall loss rate thatsigecified for the experiment being modeled, and
WallCond is the rate of condensation of gas-phaselensable species onto the walls. Reactions (8) an
(4) are part of our chamber wall model that wasettped based on characterization data as discirssed
the Characterization Results section of this refgetctions (5) and (6) are discussed further baiaive
subsection below on absorption and desorption géurdcs from the walls. They are both assumed to be
negligible in this work except for sensitivity calations where the effects of varying WallCond in
Reaction (5) are examined.

Finally, since the above reactions will not simealéte formation of PM in the absence of initial
PM, nonzero PMmass is required for the rate of Rea¢l) to be nonzero. Therefore, it is necessary
have some process to represent new particle favmatfihis is not straightforward to model exactlyda
care must be taken to avoid situations where predlioucleation rates are so slow that predictidns o
SOA yields are highly sensitive to highly uncertaid arbitrary nucleation parameters, or are datias
they affect the gas-particle partitioning at higkl Revels. In this work we represent nucleation as a
bimolecular reaction between condensable species,

CND1 + CND1- 2 pmCNDL1 + (2 x fCND1) PMmass k=NC_CND11 (7)
CND1 + CND2- pmCND1 + pmCND2 + (fCND1+fCND2) PMmass k=NC_CNDB

Such "nucleation" reactions are given for eachawhepair of condensable species in the model, tivih
rate constant depending on the equilibrium partitig coefficients as discussed below. The mechanism
developed in this work (discussed later in thisor@phas only four condensable model species, Isaf al
the possible cross reactions (8) are representedrimodel. Because this is a relatively minor pesc
throughout most of the simulations, a differentrapph, such as that used for peroxy + peroxy reacti
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Table 2.

Description of species and parameters temiodel PM formation from calculated
concentrations of condensed species in the modeaulaiions of the chamber
experiments.

Name [a]

Description

CND1

pmCND1

PMmass

PMmassCorr

PMVOL

PMVolCorr

KpCND1

MwCND1

Active Species (concentrations calculated in satohs from rates of reaction)

Gas-phase form of the condensable species ICNIdrmed in the gas-phase reactions
in the mechanism and also from evaporation fronttrelensed phase as shown below.
The current mechanism has several such condersadatees. Units of ppm are used in
the model simulation software.

Condensed form of the condensable speci€slCNnits of ppm are used in the model
simulations.

Total mass of species in the condensed.pbaleeilated in units qig/nm®

Mass of species in the condensed ptarsected for wall loss as discussed in the
"Particle wall loss characterization" subsectionhef "Characterization results" section
below. Calculated from calculated PMmass + amotiffMmass calculated to undergo
wall loss.

Dummy Species (time-varying concentrations catedldrom active species)

Total volume of species in the condensed ghiasunits ofum®/cn®, for comparison

with experimental PM volume measurements. Calcdltan PMmass / PMden, where
PMden is the average density of all PM speciese Nuwit if PMden=1 gm/chi.e., the
density of water), then a PM volume ofith®cm® has a PM mass ofjig/m?’. However,
the actual density used in this work is 1.4 gni/¢see below).

Volume of species in the condensed pliad#&/OL), corrected for wall loss as
discussed above for PMmassCorr. Unitsiané/cnr®. Calculated from PMmassCorr /
PMden. The calculated PMVOLcorr values are compaidiithe experimental values
that are calculated by Equation (VII) in the "Padiwall loss characterization”
subsection, below.

Constant Parameters (values specified as inputBdécssimulations)

Temperature in degree K. Can vary with time, delpgg on the experiment inputs.

Partitioning coefficient used in the modet END1 in units ofxg™m?>. This is specified
for each condensable model species as part of@Aengechanism and is used to
calculate the rate of evaporation of the partiéies) the condensed phase given the
calculated rate of absorption onto particles. Ttagsehighly uncertain and the values
used are somewhat arbitrary, but with approximaagnitudes are derived based on
model simulations of the chamber experiments asudged later in this report. Although
these are expected to be temperature dependetgntperature dependence is not
represented in the current model because tempenatg not varied in the SOA
evaluation experiments. Note that some compourelsepresented as being non-
volatile, which is approximated by Kp=(i.e., 1/Kp= 0).

Molecular weight of CND1 in units of gm/mol€his is used to calculate changes in
PMmass from changes in pmCND1.
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Table 2 (continued)

Name [a]

Description

PMden

PMwall

WallCond

PMradius

DiffParm

ACCOM

NCratel

MaxNucM

PM density in gm/cinUsed for calculating PMVOL from PMmass. The défaalue of
1.4 gm/cm3 is used based on SOA densities reppréadously from our laboratory
(Malloy et al. 2009; Nakao et al, 2011a).

PM wall loss rate, in units of minDerived from experimental data to fit measuredsa
of decrease of PM number once new particle formatiads as discussed in
"Characterization Results" section of the repoen&ally specified for each experiment
where sufficient PM is formed for this to be dedv®efault value is 4.2 x 10omin*
(~25%/hour), the average for experiments with PM leas rates in the normal range.

Rate of condensation of gas-phase speatesthe walls. This is a highly uncertain
parameter that may affect the modeling resultsiassumed to be negligible in most of
the model calculations except for sensitivity cidtions where the effect of varying this
parameter is assessed. It is expected to vary dmmpound to compound but is assumed
to be the same for all condensable species fquuhgose of the sensitivity calculations.

Particle radius in nm, which is used fowate rate of condensation of condensable
species. This is estimated by an empirical relatignbetween the particle radius and
volume measurements, corrected for wall lossesyatbfrom the SMPS data as
discussed in the text.

A parameter used to estimate the gas-ptifsesion coefficient given the molecular
weight of the model species, where the diffusioafttient is one of the inputs used to
calculate the rate of absorption of condensableisp@n the wall. The diffusion
coefficients tabulated for various condensable atanoxidation product model species
by Stroud et al (2004) are reasonably well apprexad by

Diffusion Coefficient = DiffParm / sqrt(moleculareight)

with DiffParm = 0.9 when diffusion coefficients areunits of cr¥sec and molecular
weights are in units of grams/mole. This defaultigaof 0.9 was used for all model
calculations in this work.

Accommodation coefficient used to calculatterof absorption of condensable species
on particles or the walls. Default value of 0.2difar all calculations, based on the
discussion by Stroud et al (2004). Unitless.

The value of the nucleation rate constéats, NC_CND1) for non-volatile species, i.e.,
with species where Kp= The default value is @pm® min™, which is about 1% of the
gas-kinetic limit of around £Qpm®* min™. This value gives the best simulations of the
background PM formation in the pure air runs, assgrthat the SOP precursors formed
from reactions of contaminants off the wall are wolatile.

A parameter used to determine nucleatite canstants for semi-volatile species, given
their equilibrium partitioning coefficient (e.g. #MCND1) and the NCratel parameter. The
method used to calculate nucleation rate consisiscussed below in this table. For
species with low or moderate Kp values, the nudaahte constant is approximately
proportional to Kp/MaxNucM, so a higher MaxNucM walmeans lower nucleation rate
constants for semi-volatile compounds. The appab@rralue for this parameter is
uncertain, but a default of 1@/n? is assigned because it gave acceptable restukstof
calculations discussed in the subsection on nucleat
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Table 2 (continued)

Name [a] Description

Calculated Parameters (calculated from other petemvalues) (One set for each
condensable species)

fCND1 Conversion factor used to convert CND1 cofregions in ppm units to PMmass units in
ug/m®. Used to calculate change in PMmass resulting fibsorption or evaporation of
CNDL1. Calculated from

fCND1 = 1.2186 x 16x MWCND1 /T

where 1.2186 x 10s a conversion factor for the units used, MWCN®the molecular
weight of CND1 in units of gm/mole, and T is thenfgerature in units of degree K.

kOnCND1 Rate constant for the conversion of gaselZND1 to PM-phase pmCNDL1, which is
represented as a reaction between CND1 and PM@aksilated from

kONCND1 = (K[dif] x k[kin]) / (K[dif] + K[Kin])

where k[kin] is the free molecular kinetic limitk[dif] is the continuum diffusion

limit. As discussed by Stroud et al (2004), k[kiBdzc/(4pr) and k[dif|=3D/(r?), where
a; is the accommodation coefficient for speciesiveg by the parameter ACCOM in
this case), as the mean gas-phase molecular speed of spggeen by sqrt{S8RTrM},
where R is the gas constant, T is the temperahddvhis the molecular weight, or
MwCNDL1 in this case)p is the density (PMden), r is the particle radiad(adius), and
D is the diffusion coefficient (given by DiffParnsgrt{MwCND1} in this case). In terms
of the parameter names given above, these ardaalddrom

k[kin] = 7.18 x 10" x ACCOM x sqrt(T) / {PMden x PMradius x sqrt(mwCNR
k[dif] = 1.8 x 1 x DiffParm / (PMden x PMradius x PMradius x sqr¢@ND1)}

where 7.18 x 10and 1.8 x 1bare conversion factors incorporating the gas emnd®
and units of ppm for CND1 andy/nm® for PMmass.

NC CND11 Rate constant used to approximate the nucleattierfaathe bimolecular reaction of the
NC _CND12 condensable species CND1 with itself (NC_CND11ibh another condensable
species, CND2 (NC_CND12). Given as a bimolecult canstant (units of pphmin
1. Depends on the parameters NCratel and the bduiti partitioning coefficients,
KpCND1 and (for NC_CND12) KpCND2. Calculated from

NC_CND11 = NCratel - NF_CNDB1
NC_CND12 = NCratel - NF_CND1 - NF_CND2
where
NF_CND1 =1/ (1 + [MaxNucM / KpCND1])
NF_CND2 =1/ (1 + [MaxNucM / KpCND2])

Note that these are zero and NCratel at the liofitsw and high Kp values,
respectively.

[a] The names "CND1" and "CND2" are used to degmtize condensable species, of which there are
several in the model. There is such a set of pasmser species for each condensable species lor eac
pair of species (in the case of NC_CND12).
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in the base mechanism (e.g., Carter, 2000a, 20¢®ald be needed for mechanisms with large numbers
of condensable model species.

Using constant values of the bimolecular nucleataia constant for all nucleation reactions does
not give satisfactory results in our model simalasi, and it is not reasonable to assume it is iewidgnt
of volatility. Using a value that is too low resullh the model significantly underpredicting theseintime
for particle formation in background characteriaatand other low PM experiments, and using a value
that is high enough to eliminate this problem ressii these bimolecular nucleation reactions bédsg
enough to perturb the gas-particle equilibrium exehigh PM levels. To address this, we assumethieat
bimolecular nucleation rate constant is approxitgaigoportional to the equilibrium partitioning
coefficients, Kp, for low Kp values, and approachesconstant maximum value for non-volatile
compounds. This is reasonable since highly volatdenpounds, i.e., compounds with Kp near zero,
should not nucleate, while completely non-volatitenpounds (Kp- ) should nucleate the fastest,
though not at an infinite rate. We also assume tthetucleation rate depends on the volatility othb
reactants in the bimolecular nucleation process.

Based on these considerations, the rate constantshé bimolecular nucleation reactions
involving condensable species CND1 and CND2 (Regactions 7 and 8, above) are calculated using

NCrate = NCratel / (1 + [MaxNucM / KpCND1}) ()
for nucleation involving the same species (Reactipand
NCrate = NCratel / (1 + [MaxNucM / KpCND1] ) - €][MaxNucM / KpCND2] ) ()
for nucleation involving different species (Reant®). Note that
NCrate =0 if one of the Kp's =0
NCrate— NCratel if both of the Kp's> o (non-volatile).

Here, NCratel is the nucleation rate assumed forvadatiles and MaxNucM is the Kp where NCrate is
half that of non-volatiles (with higher values riisig in lower nucleation rates for semi-volatile
compounds). This representation is arbitrary, blgast it has appropriate limiting behavior fowland
high Kp values. The choices used for NCratel anckM&M are given in Table 2, and are discussed
below in the subsection on nucleation.

A series of test calculations with a simplified @@ model was carried out in order to assess
model sensitivity to the uncertain input paramegerd to determine reasonable default values tdarse
this work. The model consisted of only the reacigiven above for CND1, pmCND1, and PMmass,
plus a reaction providing input for CND1 at a camstrate. Some of the calculations also had foomati
of a non-volatile condensable species at variahtesr PM formation from non-volatile species are
represented in the same way as discussed abowefiarvolatile model species, except that the rate
constant for evaporation (Reaction 2) is set ab,zand the nucleation rate constants have the nuamim
values. The input rate for CND1 was varied to yield sfiedi maximum PM levels that would occur at
the end of the 6-hour simulated experiment if lad CND1 were converted to PM (i.e., pmCND1 and
PMmass). The levels used in these calculationsesponded to either ~2.8g/m3 to represent
mechanism evaluation experiments with relatively I®M levels, or to ~23ug/m3 to represent
experiments with average PM levels used in thishaeism evaluation study. Model simulations of

! Note that formation of a non-volatile model spealees not mean instantaneous formation of PMesinc
condensation (Reaction 1) is not instantaneousitandte is assumed not to depend on the volatility
Under conditions of very low PM formation the cd#tion may give a significant ratio of non-volasile

the gas relative to the PM phase.
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experiments with higher PM levels tended to be kesssitive to these input parameters and are not
shown. For simplicity the wall loss rate (PMwallpsvset to zero. The molecular weight for CND1 was
set at 157.2, which is the value used for CNDpBp (fondensable species formed from the reactions of
the lumped catechol model species) in our arom&{@s model. The input values of KpCND1 (called
Kp in the discussion below), PMradius, and NCratxenalso varied in the calculations. These values
were held constant in the calculations. The resufltthese calculations are discussed in the foligwi
subsections.

Calculation of Rates of Condensation on Particles

The method used to calculate the condensation, (@es, kOnCND1) shown on Table 2 is based
on the kinetic modeling approach developed by Karetral (1999) as discussed by Stroud et al (2004).
The condensation rates depend on the size of th@&litles, being approximately proportional to the
reciprocal of the particle diameter for particlesd than about 100 nm. Unfortunately, we do noe laav
means to calculate the evolution of the particle svith the model used in this work, so the pagticl
diameter has to be specified. Stroud et al (2084}l uhe particle sizes measured during the cotinde 0
irradiations as inputs to the calculations for fhispose, but this is not practical given the lamgenber
of experiments modeled in this study. It is alsapipropriate to use measured particle data as wipeih
evaluating mechanisms for particle formation. Tfaes we had to use a more approximate approach of
specifying a default PM radius when simulating élperiments.

Figure 3 shows plots of the fractions of condersafwterial in the particle phase as a function of
PM radius values calculated for Kp values and tvaximum PM levels. (In the context of this section,
"maximum PM" means the PM levels that would ocduha end of the experiment if all the condensable
material appeared in the particle phase, and ffnaéh the PM phase" means the ratio of the catedla
PM to this maximum PM".) The left plot shows thedi fraction as a function of PM radius, and thyti
plot shows the fractions as a function of time &oradius of 50 nm. For very small particles the
condensation rate is sufficiently fast that it does affect the amount of PM formation, and thecticn
in the particle phase is determined by the equiliby i.e., Kp x Max PM. However, when the particle
radii are greater than about 10 nm, the condemsa#ite becomes sufficiently low that the amounts of
condensable material in the particle phase arectafleby the condensation rate and therefore the PM
radius, and are less than the equilibrium valuesdi&cussed below (see Figure 4, below) a radiugera
of 15-20 nm is representative of the initial stagethe experiments, so the results could be aftebly
the condensation rates at least to some exterg.Wiliresult in an uncertainty in the model ca#tidns,
though this is less important for experiments withher PM levels and for models where most of the
condensable material has higher partitioning coeffits. Note that for particles having their radifis>
20 nm, the Kelvin effect should be negligible (Boamret al, 1997) and was not considered in this work

The average particle radius at a given time invargiexperiment can be calculated from 3 x the
ratio of the calculated PM volume to the calculai®M area for each time of the experiment, using the
measured particle size distribution data. The faoct® comes from the relationships between radins
volume and surface areas, assuming the partielespghere. Using the surface area and volume toederi
the average radius is appropriate since it is tifase area that is the most important factor dateng
the rate of condensation on the particles for tize sange in these experiments, but the rate of
condensation (Reaction 1, above) is calculatedgugie PM mass (related to the volume) times a rate
constant that is approximately inversely propowido the radius.

It is reasonable to expect that the radius of Hréigles would increase as more PM is formed and

that it might be correlated with the PM volume ected for wall losses. However, the radius willbals
increase with the irradiation times, since existoagticles tend to grow with time. Guidance on vkhic
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Figure 3. Plots of fraction of condensable matenmlithe PM phase as for various levels of

maximum possible PM formation (max PM), partitiapicoefficients (Kp) and PM
radius values.

factors might be most useful to derive estimatepanticle radius values was obtained by examining
correlations between hourly particle radius valfmrsthe SOA mechanism evaluation experiments with
guantities that can be calculated in the model kitimns. The best correlation coefficients found tfee
hourly radius values were as follows

vs. hour of irradiation: 51%
vs. PM volume uncorrected for wall loss: 54%:
vs. PM volume corrected for wall loss: 61%
vs. (PM volume corrected for wall 103$) 79%

Based on this, the cube root of the volume cordeftiewall loss appears to be the most useful nietho
estimate PM radius values for the purposes of theatnsimulations of the chamber experiments

Figure 4 shows plots of hourly particle radius esllagainst the cube root of the PM volume
corrected for wall loss for all the SOA mechanisralaation experiments. The plots show data fotel
experiments and various types of experiments asdtet. The lines show fits to all the data, witke t
same lines being given on each of the plots. The @@ fit by the empirical relationship

PM radius (nm) = 13.81 + [20.51 - (PMVolCorrim®*/cn)*?] (1)

where PMVolCorr is the PM volume corrected for waks as discussed in Table 2. This is obtained by
minimizing the sum of (measured hourly radius -uadlerived from volume data) / average (measured
radius, radius derived from volume data) for ak thourly data for all the mechanism evaluation
experiments where the PM number exceeds 1000 ardewtall loss corrections could be derived. The
figure also shows subjectively drawn "low limit" cafthigh limit" curves that are used for predicting
lower and upper limit particle radius values fonggvity calculations discussed later in this rgpo

Note that the approach we use for estimating PMusadalues assumes a minimum particle
radius of ~14 nm. Strictly speaking the minimumtigée radius should be on the order of the siza of
few molecules, each of which are expected to btherorder of 1-2 nm for aromatic oxidation products
(Finlayson-Pitts and Pitts, 1999). However, for lsugmall clusters the assumptions used in the
condensation approach employed are not applicabtein any case the methods used to treat nuateatio
discussed below, are much more important in afiggbredictions of PM growth at such an early siage
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Figure 4. Plots of hourly PM radius values calcdatrom total PM number and volume data

against the PM volume corrected for wall loss fhrtlae experiments used for SOA
mechanism evaluation..

the process. Therefore, the use of ~14 nm as thenmn particle radius is considered to be reas@nabl
for predictions of absorption onto existing paggl

Figure 4 shows that the corrected PM volume isanperfect predictor of particle radius, and that
the method derived by fits to all the data may predlict the radius values for the runs with theraiie
compounds. On the other hand, there does not sebma significant difference between the deperglenc
of the radius values on corrected volume for thematic - NQ and aromatic - kD, experiments.
Although using different parameters to estimate rtheius values for the experiments with phenolic
compounds may be appropriate, for this work theusadssignments given by Equation (Ill) were used
when modeling all the experiments. The test calmria indicate that the PM radius is primarily
important in model simulations of low PM experimerdnd almost all of the experiments with phenolic
reactants had high measured and modeled PM levels.

Nucleation

Another uncertain aspect of the model and the mugelt is the treatment of nucleation. It is
necessary to have some process to form PM when isoirétially present because the major PM
formation process is assumed to be condensati@xisting aerosol (e.g., Reaction 1, above), anthall
experiments used in this work for mechanism evanatad no aerosol initially present. It is readnea
to assume that nucleation starts when condensadetipse species react with each other, so the
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bimolecular reaction used in our model (e.g., Reast7 and 8 above) is not inappropriate. It i®als
reasonable to assume that the nucleation rate depam the volatility of the material, and since the
nucleation is assumed to be a bimolecular reasti®rassume it is inversely related to volatilitybafth
species, as shown in Equations (I and Il). Thesatians have two parameters that need to be specifi
in addition to the equilibrium partitioning coefiénits, the maximum nucleation rate for non-volatile
materials (NCratel), and the MaxNucM parameter tieérmines nucleation rates for semi-volatiles Th
most appropriate parameters to use for these p&eesrare highly uncertain, and the defaults chdsen
modeling are somewhat arbitrary. We assume thatnindeation rate for completely non-volatile
materials is 1 x T0ppmi* min™ (6.8 x 10" cn molec* s*), based on the somewhat arbitrary but not
unreasonable assumption that it is approximatelyoi¥e gas collision rate. This value also givas t
best simulations of PM formation in the pure aipesiments under the assumptions that the background
SOA precursor is non-volatile (see the "Characiion Results" section, below). The value of the
MaxNucM parameter is chosen so that nucleatiors ratte sufficiently high that the calculated PM lsve
for most experiments are not highly sensitive ie lmrameter, but not so high that the rate ofeatmn

is high enough to significantly perturb the equilimn ratio of condensable materials in the gas and
particle phase under the conditions of the experimased for mechanism evaluation. This was assesse
in various test calculations that are discusseoviel

Figure 5 and Figure 6 show plots of calculatedtivas of condensable materials in the particle
phase (left side), and of ratios of these fractiomshe equilibrium fractions (right side), agairibe
equilibrium partitioning coefficients (Kp) for vais nucleation rates or methods for calculating the
nucleation rates from the Kp values. Figure 5 shphlets for various nucleation rates independenhef
Kp values, and Figure 6 shows plots where the aticle rates were calculated using Equation (I) with
various values of the MaxNucM parameter. Note thatnucleation rates are the same for the curves on
the two plots with the same color and symbol whgn=K1 n¥/ug, i.e. MaxNucM = 3, 10, 32, and 100
pg/m® give NCrate = 100, 10, 10, and 0.1 ppmin® when Kp=1 n¥ug. The two plots look similar
when Kp > 1 mYug, but Equation (1) gives smaller fractions in fieticle phase when Kp < 13fg. In
both cases higher particle fractions than equilitriare calculated when Kp < ¥/pg. Figure 6 shows
that using MaxNucM of 1Qug/m® gives the highest nucleation rates that do natutale PM levels
exceeding equilibrium if Kp is above ~0.5/py for the conditions of this simulation.

% 100% 1 —¢—NCrate=100 ¢ 1.50 1
> =
2 —8— = G
g 80% | NCrate=10 E 125 |
> —#&— NCrate=1 ‘E '
8 60% | —a&—NCrate=0.1 2
o S 1.00
------ Kp=1 E

Z 40% P 2
< NCrate units are ppm* min™ = 75 |
S 20% Max PM = 2.3 pug/m* b
I3] ! Default PM Radius 8 .
Y : 0.50 : : ‘
Lo ‘ ‘ 0.1 1 10 100

001 01 1 10 100 '

Kp (m*/ug) Kp (m*/ug)
Figure 5. Plots of fractions of condensable matenizhe PM phase and ratios of calculated to

equilibrium fractions of condensable materialshe PM phase against the equilibrium
partitioning coefficient (Kp) for various nucleatioates.
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Figure 6. Plots of fractions of condensable maltenahe PM phase and ratios of calculated to
equilibrium fractions of condensable materialshe PM phase against the equilibrium
partitioning coefficient (Kp) calculated using Edoa (I) for various values of the
MaxNucM parameter.
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Figure 7. Plots of ratios of calculated to equilibn fractions of condensable materials in the PM

phase as a function of equilibrium partitioning fficeents (Kp) for various levels of non-
volatile materials also formed in the simulationsing the default parameters for
calculation of nucleation rates.

However, the simulations on Figure 5 and Figureith Wp < 0.5 ni/ug represent conditions
where the only condensable materials formed haweKlp values, and these simulations give maximum
particle levels no greater than ~Qug/m* when MaxNucM = 10. Most runs used for aromatic SOA
mechanism evaluation have much higher PM levels th&. Perhaps a more representative situation
would be test calculations where some formatiolower volatility species also occurred. Figure dwh
plots of ratios of fractions of semi-volatile masds in the PM phase relative to equilibrium fraot
against Kp for various levels of added non-volatiaterials also being formed. The nucleation rater®
calculated using Equation (1) with MaxNucM = i§/n7. These results show that when these parameters
are used the fractions of semi-volatiles in the pihdse will not be calculated to be significantlyab
the equilibrium if at least 0.0fg/n? of non-volatiles are also formed in the simulatiBased on these
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considerations, these are the parameters usedctdata the nucleation rates in our simulationsegx
for sensitivity calculations where the effects afying these parameters are examined.

Absor ption and Desor ption of Organicsfrom the Walls

The presence of the chamber walls could affeciatheunt of PM formed in the experiments if
any of the condensable material formed in the reastof the VOCs being studied are absorbed oo th
walls rather than onto the particles that are dsgzewithin the chamber. As discussed by Matsuaaga
Ziemann (2010), this might result in lower SOA dilthan might occur under similar circumstances in
the atmosphere, especially in experiments withidwlevels and with relatively high volatility prodis.
Based on data they obtained in smaller Teflon® filnambers (5.9 frand 1.7 M) made of the same
material as used in our chamber, they estimatetdtitlea’sorption properties of the chamber wallsever
equivalent to organic aerosol mass concentratidns. ap to ~4 orders of magnitude larger than
concentrations used in most laboratory studies@A'S This includes the conditions of the experingent
used in our study. This means that given a sufftciigne to attain full equilibrium, all the condevie
material would be on the wall even if there werepaaticle wall loss. On the other hand, the rate of
condensation on the particles is expected to beerfdlsan condensation on the walls (Bowman et al,
1997), so on short time scales condensation t@dhnicles dominates, and the material will staytios
particles if the volatility is sufficiently low. Heever, in the 2-6 fhchamber they employed the estimated
time scale for absorption on the walls was on tideiof 10-60 minutes (Matsunaga and Ziemann, 2010)
so wall absorption may not be slow enough thaait be neglected in our experiments, which typically
last on the order of 4-12 hours.

Figure 8 shows a portion of a figure in the padeviatsunaga and Ziemann (2010) on results of
their model calculations on how PM from SOA in ttleamber ([OC) would be affected after 100
minutes of irradiation, for various PM levels iretbhamber (¢} and gas-particle partitioning coefficients
(Kp). This is calculated using a model they develdpeskd on measurements they made in their chamber
(1.7 n?), which is smaller than ours, of absorption dataG,,-C,; 2-ketones, which are probably more
volatile than most of the SOA formed from aromatiEsis model predicts that the presence of theswall
will significantly affect PM in the chamber if tHeM is less than about 3@/n?, or if K, is less than
about 1 n¥ug. Note that the maximum PM levels in the mechargésaiuation experiments in this work
ranged from ~1-10Qg/m’, and most of the condensable model species im#tghanism developed in
this work (see below) are assignegli&vels below 1 riug.

The applicability of these estimates to experimemémsuring SOA formation from aromatics in
our chamber is uncertain, and needs to be expetathennvestigated. First, whether semi-volatile
compounds formed from oxidation of aromatics usethis study indeed partition into the Teflon FEP
walls in a large amount is not clear. Based on Keret al (1995) and Matsunaga and Ziemann (2010),
relatively non-polar semi-volatile compounds (epyrene, fluoranthene;;g1-alkene, @ 2-alcohol, G;
2-ketone) can partition to Teflon FEP walls in la@gmounts. To our best knowledge, there is no gtron
direct evidence of significant wall partitioning pblar semi-volatile compounds similar to expected
oxidation products from aromatics under dry cowndisi, though Loza et al. (2010) observed wall-ldss o
polar compounds such as glyoxal under humid canditi Second, Kamens et al (1995) and Matsunaga
and Ziemann (2010) provide some experimental evelestmowing the impact of the chamber surface-to-
volume (S/V) on wall partitioning. The impact of Nvpartitioning is expected to be smaller in the RIC
EPA chamber because its surface/volume ratio islemat least by a factor of 2 than that of the
chamber used by Matsunaga and Ziemann (2010). ,Tthed estimated time constants for gas-wall
partitioning were calculated by using an effectivganic mass concentration of the walls for therd®7
chamber and a patrticle radius of 100 nm. Therefiomge constants for gas-wall partitioning of semi-
volatiles in the EPA chamber are expected to bgdothan those estimated by Matsunaga and Ziemann
(2010).
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Figure 8. Plots of fractions of ratios of condensedanic materials in the particle phase in the

presence of walls, relative to the absence of waflisr 100 minutes of irradiation for
various PM levels (g} and partitioning coefficients, calculated by Mataga and
Ziemann (2010) for the conditions of their Teflon@amber and the observed
partitioning behavior for high molecular weight @tenes. Taken from Figure 8 of
Matsunaga and Ziemann (2010).

Kroll et al (2007) proposed that chamber experimecarried out without seed particles
systematically underpredicted SOA vyields of aromhtidrocarbons due to loss of semi-volatile prosluct
onto chamber walls during an "induction period'heaiod of time during which the parent hydrocarbon
reacts away but no aerosol is formed. Howeverpmpoevious study, Warren et al. (2008b), there m@as
significant difference between SOA formation fromxgiene with and without seed particles, which
could be due to smaller surface/volume ratio of UEFRA chamber than that of the Caltech chamber (28
m°) used by Kroll et al (2007). Although the absent@apparent seed effect suggests that semi-volatile
loss is minor in our experimental conditions, tteserves further investigation.

For the time being, because of the significant ttagties and lack of available data, we assume
that this is not significant for the conditions air experiments and do not include this in our dbe&m
wall model. However, the modeling results discusselbw includes results of sensitivity calculations
showing the wall absorption rates (values of thdl@¢émd parameter in Reaction (5), above) necessary
for this to affect the data, and how the modelifighe chamber data are affected. As discussed itater
this report, assuming wall absorption occurs at 2&¥hour, the average rate of particle wall loseur
chambers, has a significant effect on the mechamsgaiuation results, and calculations with this
assumption tend to predict that PM volume is lasthe wall faster than PM number, which is not
consistent with the experimental results. Howethex wall absorption rates may be less than thisséid
affect the results of the experiments. This reprssan uncertainty in this work and representsraa a
where additional chamber effects characterizatiorkws needed.

A related issue is desorption of organics from dbanwalls, i.e., the rate of Reaction (6), above.
The issues of desorption of background or contamiimaganics are discussed in the Characterization
Results section below, but briefly the characteidra data indicate that desorbing of condensable
contaminants is not an issue, though desorbingoafaminants that react with OH radicals to form
condensables is an issue. Semi-volatile organieedd in the experiments could also be absorbelden t
walls and subsequently desorb and condense inattielp phase. We assume that this is not likelgdo
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an important factor when modeling our data basetherestimate of Matsunaga and Ziemann (2010) that
the equivalent organic mass levels on the wallsoaders of magnitude higher than that in the plartic
phase. If this is the case, then any particles witfiiciently low volatility to condense in the pate
phase would have a much greater affinity for thdismhan the particle phase, and once on the walls
would likely remain there for the time scale of experiments. Therefore, the rate of Reaction i(@va

is assumed to be negligible for all model spearethe mechanism representing condensable gas-phase
compounds.
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EXPERIMENTAL AND CHARACTERIZATION RESULTS

Summary of Experiments
Experiments Carried Out for thisProject

A total of 158 dual reactor environmental chambeadiations were carried out for this project,
resulting in a total of 316 separate reactor iafdns that could potentially be used for mechanism
evaluation. These are listed on Table A-1 in Apper] along with a brief indication of the type of
mixture irradiated and a code indicating how it wasd if used for modeling, or why it was not uged
not. Each of these separate reactor irradiaticferred to as "runs" in the remainder of this repoe
designated as "EPAnnnnA" or EPAnnnnB", where "nnarthe run number and "A" or "B" indicates the
reactor used, where "A" is always used for the westtor and "B" is used for the east reactor.n@ge
316 irradiations or runs, 40 (13%) were analyzedhodeled for chamber characterization purposes, 217
(69%) were judged to be useful for SOA mechanis@auation, and 59 (23%) were judged not to be
useful because of experimental or data problentk, ¢é relevance or out of the scope of this prgject
calculated high sensitivity to chamber backgrouffécts, or questionable modeling results based on
apparent inconsistencies with results of modelingilar experiments. (The latter two categories
consisted of respectively 8 and 7 experiments %rob the total.) The codes in Table A-1 indicateywh
these runs were not used for modeling.

The data from these 40 characterization and 217 8@£hanism evaluation experiments were
added to the dataset of previous EPA chamber expats whose results are judged to be useful for
chamber characterization and mechanism evaluatiothfs project. These consist of 20% of the total
number of characterization experiments used toreleéhie chamber model for this report and 67% of the
mechanism evaluation experiments. The smalleritnaaf characterization experiments reflects the fa
that the characterization data reflect much oftiime when the UCR EPA chamber was used, which was
for many projects and purposes over the years.|arger fraction of mechanism evaluation experiments
reflects the fact that this project focused on iolidg data useful for the purpose of this repant] avhile
there were 98 previous experiments that were jutlgée useful, they reflected only 1/3 of the total

The results of all the characterization experimantsdiscussed together in the following section,
followed by a section summarizing the results bfred mechanism evaluation experiments. The resfilts
the model simulations of the mechanism evaluatiggeements are discussed later in this report #fier
mechanism that was evaluated is described.

Characterization M ethods and Results

The characterization results discussed in thideeetill include not only those applicable to the
mechanism evaluation experiments carried out fig groject, but also to the previous UCR-EPA
chamber experiments whose data were used for misohavaluation in this report. Additional details
concerning the previous characterization experisesmte available in previous reports from this
laboratory (e.g., Carter, 2004, 2008, 2010a, 2THtter et al, 2005a,c and references therein) nanch
of this detail is applicable to the newer experitaemhose results are discussed below. The useeséth
results to assign characterization inputs for madek also discussed, with additional informatginen
in the "Modeling Methods" section below.
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The individual characterization experiments whoatadire discussed in the sections below are
listed in Table A-2 in Appendix A. These includegerments used to derive chamber background effects
related to the chamber radical source xMfigasing, and background PM formation, as diseddselow.
They do not include NQactinometry experiments whose results are disduissthe following section.
These data are available upon request.

Blacklight Characterization

All of the experiments carried out for this projested the blacklight light source, and although
most were carried out using the upgraded lightsowith additional blacklights as described by @art
(2011), some were carried out with the originatcklahts with lower light intensity, as were mogttbe
previous UCR EPA chamber experiments used in trakiation.

Methods for characterizing the intensity of thegoral blacklight light source were discussed by
Carter et al (2005b), though some revisions wereemas a result of subsequent measurements. As
discussed by Carter et al (2005c), for the orighilatklights the results of these and other measofe
light intensity indicated a steady decline in lightensity with time, with the results being bestrelated
with the "blacklight run count", which is the nummkad experiments carried out in the chamber usivgg t
blacklights, and is thus an indicator of the agedfighe lights due to use. However, after aroundyea
2006, or around the time of run EPA500 or a blagtklirun count of around 200, the light intensity
appeared to level off at a N@hotolysis rate of around 0.13 rinThis is shown on Figure 9a, which
gives plots of N@ photolysis rates measured or estimated for thetoesa against the blacklight run
count. The "reactor" values give the results of the@eactor actinometry measurements, and the
"enclosure (adjusted)” values show the resulthefmeasurements made in front of the reactor, &djus
by a factor of 0.698, which is the ratio of readtmenclosure actinometry measurements made prayiou
(Carter et al, 2005c).

The results of the NQactinometry measurements made after the blackliglere upgraded for
this project are shown on Figure 9b. The "enclogadfusted)" points shown on Figure 9b are resflts
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Figure 9. Plots of light intensity data used toigrsdNO, photolysis rates for the blacklight light

source.
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measurements made in front of the reactors, migdtigby the correction factor 0.698, derived frora th
data for the original blacklights discussed abdvee enclosure actinometry results indicate no Bamt
change of light intensity with time when the upgrddights were employed, in contrast with the rssul
with the original lights when they were new.

The lines on Figure 9 show the Bi@hotolysis rates that were assigned to the runmtmeling
purposes. For the enhanced blacklights, a conbi@atphotolysis rate of 0.401 nifnis used, based on
the initial in-chamber actinometry measurementsdidsussed by Carter (2011), for the old lightsap
blacklight run count of around 400, the results mrasonably well fit by the empirical expression k
(min™) = max {0.131, 0.0958 x [1 + exp(-Blacklight Rum@t x 0.003914)]}.

The spectrum of the blacklights in this chamberlieen measured periodically and is assumed to
continue to be the same as the spectrum recommdnd&arter et al (1995) for modeling blacklight
chamber runs. There is no reason to expect thdrgpeto change with the light upgrade made during
this project, since the same type of lights is ey@dl as the original lights.

Arc Light Characterization

No arc light experiments were carried out for firigject because the arc light system is no longer
functioning and requires major repairs, but a numtfearc light experiments that were carried out
previously were used for the mechanism evaluatiothis work. As discussed by Carter (2004) and
updated by Carter and Malkina (2007), the resdlth® actinometry experiments with this light saurc
indicate that an N©photolysis rate of 0.260 nifnis appropriate for modeling all arc light experittse
using the normal power setting, as is the casalf@rc light runs modeled for this project. Thesipum
of the light source was measured periodically ushg LI-1800 spectroradiometer, and the results
indicated that the spectrum did not change sigmifiy with time. Therefore, the spectrum given by
Carter (2004) is also assumed to be applicablalfarc light experiments modeled for this projésze
also Carter and Malkina, 2007).

Chamber Effects Characterization for Gas Phase M echanism Evaluation

Except as discussed below, the characterizationltseselevant to gas-phase mechanism
evaluation for the more recent experiments for pincgect are consistent with those discussed bye€Cat
al (2005c) and Carter and Malkina (2005, 2007), thedsame characterization parameters were used for
modeling. The most important chamber effect, ardathly chamber effect parameter that appears o var
with time, concerns the apparent HONO offgasingicivhis believed to be responsible for both the
chamber radical source and N@ffgasing effects (Carter, 2004, Carter et al.532)0This is represented
in the chamber effects model by the parameter RMhich is the HONO offgasing rate used in the
simulations divided by the light intensity as measuuby the N@ photolysis rate. Figure 10 shows the
HONO offgasing parameters that best fit the radmalNQ, - sensitive characterization experiments
during the period relevant to the experiments nmexiébr this project, which covers most of the perio
when the UCR EPA chamber was operational. The wmbers for the experiments used for mechanism
evaluation in this report, and the range of run bers for the experiments carried out for this pjare
also indicated on the figure.

Figure 10 shows that the HONO offgasing parameteds to vary significantly from run to run,
and also varies with the reactor employed. Occadliiphe data suggested different HONO offgasing
rates in the "A" and "B" reactors, and this was ¢hee during the first sets of reactors employedhe
experiments carried out for this project. Howeubg parameter values derived from radical-sensitive
experiments such as CO - N@radiations tend to be in the same range of thaexéved from NG
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Figure 10. Plots of best fit HONO offgasing paraengtagainst UCR EPA run number.

sensitive experiments such as CO - air g+ air irradiations, supporting our assumption thath
radical and NQ input comes from the same process, namely theolylstg of HONO. The results
obtained during the period of this project are ¢sirat with those derived previously (e.g., Carg804;
Carter et al, 2005c¢; Carter and Malkina, 2005, 2@®id need not be discussed further here.

The lines on Figure 10 show the HONO input rates thiere incorporated in the wall model
when modeling the experiments for this project. SEherere derived by averaging the parameters derived
from the experiments in the various reactors. Tédability of the results indicate the uncertaiofythe
RN-I parameter when modeling the runs, which isegally about a factor of two. However, sensitivity
calculations do not indicate that the variability uncertainty in this parameter is a significanttéa
affecting the results of modeling SOA in these expents. This is discussed further below in the
"Modeling Methods" section.

Particle Wall Loss Characterization and Corrections

Additional characterization information is needechew modeling particle formation in
environmental chamber experiments, and this isudsed in this and the following subsections. Prigbab
the most important chamber effect regarding partidrmation in chamber experiments is loss of
particles to the chamber walls. Evidence that thisccurring at non-negligible rates comes from the
particle number data obtained from the SMPS measemts, which indicates that the particle numbers
peak prior to the time of maximum particle volumiee.( mass) formation, and then decline at
approximately first-order decay rates. This is obse in essentially all chamber studies where PM
formation is measured (McMurry and Grosjean, 1988rce et al, 2008), and is observed in our chamber
as well (Carter et al, 2005c).

Examples of particle data from the SMPS for fouresentative experiments carried out for this
project are shown on Figure 11. The top two plotsrapresentative of the majority of the experiraent
where the wall loss characterization and correcipproach, discussed below, fit the data reasonably
well, with the left hand plot being an experimenthwery low SOA formation and the other being an
experiment with very large amounts of PM volumenfed. The bottom two plots are examples of runs
with phenolic compounds where the correction apghadid not fit the data quite as well, but usehsf t
approach is still considered to be sufficient fog purpose of this project.
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Figure 11. Examples of particle wall loss rate gklton and correction for four representative

chamber experiments.

The wall loss rate is calculated by fitting thetmde number data for the period of the experiment
following the maximum particle number to a firsder decay curve. The fit curves and the time period
for the fits to the data are shown for the repreger@ experiments on Figure 11. The time periadlie
fits was set at halfway between the time of theimam particle number and the time of the end of the
experiment, and went through to the end of the ex@at. For most experiments the particle numbers
during this period fit a first order decay curvasenably well, though in a few cases the time pernias
adjusted by manually inputting the start time teuas that the appropriate period was used. Iftthie
period was less than 30 minutes, if the particlenloer was still increasing when the experiment was
terminated, or if the number of particles formedha experiment was too low for quantitative anialya
lower threshold of 1000 particles/@was used in our analysis), then the wall loss caigld not be
calculated and in most cases the particle data matresed for model evaluation except for backgdoun
PM characterization runs, where a default wall lage was used.

Figure 12 shows the wall loss rates plotted agaimshumber and Figure 13 shows these plotted
against the amounts of PM formed in the experimérigure 12 indicates which of the dual reactors
(Side A or B) was used and Figure 13 indicatesgiteeral type of experiment. The results indicas th
the PM wall loss rates are highly variable from exment to experiment, ranging from as low as
~10%/hour to as high as ~50%/hour, with no sigaificdependence on reactor, when the run was
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Figure 12. Plots of PM wall loss rates against UEFRA chamber run number for all experiments

used for mechanism evaluation.
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Figure 13. Plots of PM wall loss rates against amad PM formation for all experiments used for
mechanism evaluation.

conducted and type of experiment. There may beyasraall dependence on the amount of PM formed,
but it is much less than the run to run variahilitye average wall loss rate wast9%/hour, which is
close to 8 x 10s™ (29%/hour), the overall wall loss rate for benzaaid aerosol reported by McMurry
and Grosjean (1985) but is lower than 2.0 ¥ &0 (7%/hour), the wall loss rate used by Stroud et al
(2004). This average wall loss rate (29%/hour) wsed when modeling those few experiments (mainly
background characterization runs) that were moddésgpite the lack of useable wall loss data.

The wall loss rates for the individual experimemtsre used to correct the PM number and
volume data for wall loss, to obtain estimates dfatvthey would be if particle wall loss were not
occurring. The procedure used was the same forclgartolume as for particle number, and was as
follows:
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PMcorr(t0) = PM(t0)
PMcorr(t2) = PM(t2) + Average(PM(t2),PM(t1)) - £xp(-Wloss-[t2-t1])} (Vi

where PM(t) is the PM number or volume measurerattitne t, t0 is the first time in the experimetit,
and t2 are two consecutive time with PM data, PMtors the PM number or volume measurement
corrected for wall loss, and Wiloss is the wall logsse derived from the PM number data in the
experiment as discussed above. Note that PMcorr bmreither corrected PMmass or PMVOL
(PMmassCorr or PMVolCorr on Table 2).

Note that this approach assumes that the wall Haigsis not dependent on the particle sizes,
which generally increase throughout the experimehiigs is an approximation, because in theory wall
loss rates should depend on particle size (McMany Grosjean, 1985; Pierce et al, 2008). Howefer, t
apparent lack of significant dependence of the Veal$ rates on the total volume of particles formed
which in general should affect particle sizes, ssgg that this is probably not a large factor caegpdo
the large run-to-run variability. Measured and daeted results of McMurry and Grosjean (1985) and
simulated results of Pierce (2008; specificallysutess shown for "HYBRID" in Fig.5 of Pierce (2008))
indicate that particle wall loss rates in Teflorastbers with volume larger than 16 and a reasonable
surface to volume ratio for particles of ~50 nm 600 nm are not dramatically different but
approximately within a factor of two around the Maks rate for particles of ~ 100 nm. Most paescl
were in a range narrower than this range of 501600 nm for most experiments for this project @tce
during the early stages of the experiments whenllsh@aneter particles dominated. Therefore, size-
dependent particle wall loss rates were not ugatlaaconstant particle wall loss rate was used bémg
estimated as illustrated in Figure 11

The corrected PM number data provides a test obfpropriateness of this approach and the
Wiloss value derived, since if they are appropriaen the corrected PM number should level off at a
constant value during the last stages of the exygeri. This was the case for most of the experiments
with the top two plots on Figure 11 being repreativie. As indicated on the bottom two plots on Fégu
11, the particle number data for some of the erpanis with the phenolic compounds were not as well
fit by this approach, and the wall losses may b®uoeng at a non-exponential rate or the wall lcges
may be affected by changes in the particle sizesvener, the errors introduced by using this metéed
probably not large compared to run-to-run varispiir other uncertainties.

Background Particle Formation

Another potential chamber effect that must be am®rsid when modeling PM formation in
chamber experiments is the possibility of backgtbparticle formation. This could come from physical
release of particles from the walls, emissions @i lvolatility compounds from the walls that
subsequently form particles, and emissions of Wlel@ompounds from the walls that react in the gas
phase to form low volatility products that then dense to form particles. This can be assessed by
conducting various types of characterization expents as discussed below.

Results of characterization experiments concermiackground particle formation in the UCR
EPA chamber have been discussed previously (Catrtal, 2005a-c), and characterization experiments
carried out during the course of this project gelieryielded comparable results. Results of relévan
characterization experiments are briefly summarizeldw. Briefly, no measurable particle formatisn i
observed when dry pure air is injected into thet@a and allowed to sit for extended periods mktin
the dark. Furthermore, no measurable particle fdomds observed in the many CO - air or CO -,NO
irradiation experiments carried out for radical ®@uor NQ offgasing characterization. However, particle
formation is observed in dry pure air irradiatiomsth the amount of particle formation varying from
experiment to experiment. The amounts of partibbesied were relatively small, generally less than 1
ng/n?, but well within the detection limits of our SMPS.
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The observation that no significant particle forimatis observed in the dark or in CO - N@r
CO - air irradiation experiments indicates thattiples are not introduced from the pure air sysserd
that emissions of particles or condensable comp®inotn the walls is probably not significant. Tlaetf
that measurable levels of particles are formeduire @ir irradiations but not CO - air experimensams
that the presence of CO inhibits background partfdrmation. The presence of CO enhanced O
formation, but Qis also formed in most pure air runs, so the dfiees in @levels are probably not the
relevant factor causing the differences in partielels. The more likely factor is the fact thas tiddition
of CO significantly suppresses OH radical levetspeedicted by model calculations and expecteddy i
known rate of reaction with CO. This suggests that background particle formation in the pure air
experiments is due to offgasing of some volatilenpound that reacts with OH radicals to form low
volatility products that subsequently condenseotanfthe PM observed in the pure air experimentss Th
is suppressed when CO or other reactants are prtessuppress the OH radical levels.

The identities of the PM precursor compounds oir tendensable oxidation products leading to
background PM formation are unknown. The levelsPdM formed in the pure air experiments are
generally too low for collection and chemical amsédyusing the methods currently available in our
laboratory, so no information about this is cureawailable. For lack of more detailed informatidhe
background PM formation in our chamber experimentaodeled as follows:

Walls + v » PM-Precursor Rate = WallPMparm¥NO,+hv)
PM-Precursor + OH. CNDwall kOH = 1 x 16" cn? molec' s*
CNDwall - - PMwall (condensation and nucleation)
Kp(CNDwall) =0

Here, "WallPMparm" is the wall offgasing parameteat is adjusted to fit the amounts of PM formed in
pure air and other appropriate background PM chenaation experiments, "PM-Precursor” is the
emitted gas phase compound(s) that react with @idabs to form condensable products, kOH is the rat
constant for this reaction, "CNDwall" is the unknowondensable compounds(s) that are formed in the
gas phase in this reaction, "PMwall" representsctirapounds when they are in the particle phase and
contribute to the total PM mass or volume, and RH)@all) is the partitioning coefficient between the
gas-phase (CNDwall) and particle phase (PMwallnforf the condensable material. The method used to
represent condensation and nucleation of the baakgr PM materials is the same as used for modeling
PM formation from other condensable compounds i@ thechanism, as discussed above in the
"Modeling PM Formation" section of this report.

Because of the variability of the apparent backgdo®M formation and lack of information
needed to derive a multi-parameter model for bamkgd PM formation, it is not practical to modelsthi
process with more than one adjustable parametés.rigans that the rate constant for the reactiagheof
PM precursor with OH radicals and the partitionicgefficient for condensable material have to be
estimated. We assume a moderately high rate cdnstah x 10" cn® molec' s* that is reasonably
representative of many higher molecular weight VO&sl expect that using a different rate constant
would affect primarily the WallPMparm values that the data, rather the results of the model
simulations with the best fit parameters. We alssume that the condensable material is non-valatile
i.e., Kp(CNDwall) is infinite, since there are natd available to derive a partitioning coefficiémt this
process, and better model simulations of the degaohtained if relatively high nucleation rates are
assumed, as discussed below. It is reasonable gecexhat the condensable materials are not very
volatile because otherwise relatively large amowhtS€NDwall would have to build up in the gas phase
before significant condensation would occur on¢he pg/m® PM levels found in most of the pure air
experiments. The molecular weight used for PMwédb aaffects the results, and we arbitrarily use a
molecular weight of 200 g/mole for this model. Ugitifferent values would affect the absolute valoks
the WallPMparm value that fit the data, but not tbsults when the WallPMparm value is adjustedtto f
the data.
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It should also be noted that because of the relgtiow PM levels formed in most of the pure air
experiments, the WallPMparm values that fit theadae also sensitive to the method used to regresen
nucleation in the experiments. If nucleation is assumed to be sufficiently rapid in the experiragtite
model predicts that most of the CNDwall remainghi@ gas phase and the rate of nucleation is tlee rat
determining step for PM formation. As discussedvabim the "Modeling PM Formation" section, the
nucleation rate constant used for non-volatile gsesuch as CNDwall is determined by the NCratel
parameter. The effects of varying this parametemonel simulations of the pure air experimentshwit
the WallPMparm value adjusted so the model simsl#te maximum PM levels, are shown on Figure
14. The left plot shows the model error as a fumctof irradiation time for the model simulations
adjusted to fit the maximum PM levels and the riglats show the fraction of PM that is formed from
nucleation as opposed to condensation.

It can be seen from the right plot on Figure 14 thast of the PM formed in experiments with
less than about fig/m® comes from nucleation rather than condensationthsonucleation rate is
important in affecting the modeling of these backmd PM runs. It can be seen from the left plot tha
using a nucleation rate of 100 ppmin™ significantly underpredicts the amount of PM fodria the
earlier stages of the experiment, while using deaiion rate of 1 x 0ppm* min® tends to overpredict
PM in the first hours of the experiment. Using aleation rate of around 1000 pprmin™” seems to give
reasonable fits to the data, which is one reasan1B00 pprii min' was chosen for the default value of
NCratel.

Results of our analysis of the pure air argDH- air experiments carried out in our chamber
whose data were judged to be useful for backgratMccharacterization are shown on Figure 15. Figure
15a shows the maximum PM volume levels in theseggx@nts in up to 6 hours of irradiation, which
ranged from near or below the detection limit of BMPS to ~21g/n?. The uncorrected PM volume data
are shown because it was not possible to obtaialblegs correction for the experiments with low PM
levels. Results of D, - air experiments are also shown because backdr&®Wh formation is also
observed in these experiments, and as with pumiagrthe only significant source of PM should talw
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Figure 14. Effects of varying the nucleation ratencodel simulations of PM formation in the model

simulations of the pure air experiments, using Ridibarm values adjusted so the model
fit the maximum PM levels in each run. (a) Ploagktrage maximum PM volume model

errors against irradiation time. (b) Plot of fracis of final particle mass formed from

nucleation as opposed to condensation.
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effects. Figure 15a also shows that the PM levethdse experiments were in the same range as finose
pure air experiments carried out around the same. tNote that the apparent background PM in Side A
was higher than that in Side B for the first two skereactors employed, but the differences betwben
two sides were insignificant for subsequent setsreafctors. The reason for this higher apparent
contamination of Side A for the first two react@sinknown.

Note that the initial pure air experiments employaay the arc light system while the
experiments between runs 221 and 582 include rutis either the arc light or blacklights. The light
intensity of the arc light experiments corresponttedn NQ photolysis rate (§ of 0.26 min', while the
k, for those with the blacklights prior to the blagkit upgrade decreased from 0.18 to 0.13 mirhere
was no apparent effect of light source on the arrsoahPM formed in the pure air experiments during
this period, despite the fact that one might expégitier background PM from the arc light runs beeau
the higher IR levels might cause more radiativetihgaon the walls. However, around the time of run
1100 the blacklights were upgraded, resulting ifnarease in kfrom 0.13 to 0.40 mih This caused an
increase in the background PM from the relatively levels observed in the previous reactors todrigh
levels more comparable to those observed in thetfiro set of reactors with PM data.

Figure 15b shows the WallPMparm values that fit teximum PM data for these background
PM characterization experiments. These were cakailasing the default nucleation rate parameter for
non-volatiles (NCratel) of 2000 pphmin™. We found that the WallPMparm values that fit ttata were
affected by NQ offgasing and radical source rates used in thenbka wall model, so we adjusted the
HONO and NQ offgasing parameter, RN-I, so that the model mteahs fit the amounts of Jormed in
these experiments, before determining the WallPkipaalue that fit the PM data. (The adjustment was
done in this order because the WallPMparm valuendidaffect predictions of £or any other gas-phase
species.) The RN-I parameters that fit the dataHese pure air runs are shown on Figure 15c, where
they can be seen to be in reasonably good agreemitérthe magnitudes of the RN-I values assigned fo
modeling based on results of the radical sourdd@y offgasing characterization experiments discussed
previously. Note that these pure air experimentsewmt used to derive the RN-I parameters because
background VOC levels could affect the result, tifothe fact that the results appear to be consisten
suggest that background VOC levels in this chamimye not large enough to affect ozone formation,
even though they apparently affect PM formation.

Figure 15b shows that the WallPMparm values thiathié results of these characterization
experiments was highly variable from run to runt tainded to be higher in Side A than Side B for the
first two reactors, then about the same in eack $id the subsequent sets of reactors, where the
WallPMparm values tended to decrease with timerd&li® no apparent effect of light source or light
intensity in the WallPMparm values that fit the Rldta in these experiments, with the results foratice
light runs being not significantly different thalnose for the blacklight experiments, and the bigbkl
upgrade also not significantly affecting the resulthis tends to support our assumption that tpetin
rate for the PM precursor is approximately propordl to the light intensity.

Figure 15b also shows the values of the WallPMpaaihaes that were assigned for modeling the
mechanism evaluation experiments. These were debyeaveraging the WallPMparm parameters that
fit the individual experiments, as follows. If tegperiment had a WallPMparm value higher than tgh h
cutoff limit of 9 ppt, then the high cutoff limitf® ppt was used instead of the value for the run.
Likewise, if the WallPMparm parameter for the ruasaess than the low cutoff limit of 0.2 ppt, ond
measurable PM formation was observed in the exgerinthen the low cutoff limit of 0.2 ppt was used.
This approach was used to reduce the effects oéregt points and to utilize data from runs where the
PM or WallPMparm was too low to measure. The higt bow cutoff limits used are shown on Figure
15b, and are based on a subjective examinatidmeadata. For the purpose of assigning the WallPMpar
values for modeling and averaging the data, theemx@nts are grouped as follows: The first two
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reactors with PM data are treated separately atlel Siand Side B are also treated separately. The tw
sides do not appear to be significantly differemtthe subsequent reactors and so the Side A atateB
are grouped together for averaging and assigniagprameter for modeling. Each set of reactors is
treated separately for the purpose of averagingaasijning the parameters, except for the lastsete

of reactors, which do not appear to be signifigadifferent and are grouped together.

The WallPMparm values shown on Figure 15b were wdezh modeling all runs for mechanism
evaluation based on the set of reactors and (foffitet two sets) the reactor side except for sty
calculation purposes as discussed below. For theopa of assessing sensitivity of modeling regiolts
this uncertain and variable parameter, we usedrldwét WallPMparm values of zero and upper limit
values of 9 ppt, the latter being the high cutwfit shown on Figure 15b.

Reproducibility of PM Formation

Characterization of the level of reproducibilitytbe data is obviously important when using data
to evaluate models. For our dual chamber expersneeproducibility can be assessed by conducting
"side equivalency" tests where the same mixtuigasliated simultaneously in the two reactors, afl w
as by comparing results of duplicate or near-dapdicexperiments carried out on different days.
Generally good side equivalency in formation of &d measurements of other gas-phase species is
observed in our chamber (see reports at Cartel,20dbsite), but this may not necessarily imply @joo
reproducibility of particle results. For this reas@ number of side equivalency experiments whage t
same SOA-forming mixture was simultaneously irrgetian both reactors, and the mechanism evaluation
dataset includes a number of replicate or neareapl experiments carried out on different days,
including some in different reactors.

Table 3 lists the pairs of side equivalency testsnear-replicate experiments in our SOA
mechanism evaluation dataset that are judged teséRil for assessing reproducibility of our SOAadat
Figure 16 plots relative differences in PM voluneenfiation against EPA chamber run number for the
earlier experiment of the pairs, and Figure A-1 Rigire A-2 in the Supplementary Materials showglo
of PM volume and number data, both uncorrectedcancected for particle wall loss as discussed apove
in the order they are listed on Table 3. Experim@atried out on different days are included inlistef
the initial concentrations of the compounds weleavihin 5%, the experiments had the same lighteeu
and light intensity, and there are no reasons $pextt that any of the results or conditions wenesual
or questionable. Note that for the purpose of thbl& 3 and Figure 16, the relative difference isndel
as the difference in PM formation between the twpegiments (Side B - Side A for side equivalency
tests or later - earlier for different runs), deitl by the average of the PM in the experiments. The
maximum PM level within the time period of the sieorduration experiment is used for uncorrected PM
volume, and the PM level at the time of the enthefshorter duration experiment is used for PM mau
corrected for particle wall loss.

These data show that the reproducibility of thereded and uncorrected PM volume data is on
the order oft30%, with the average differences in the correfiteal PM volume being 1813% for all
pairs, 1211% for side equivalency tests, and:29% for runs on different days. The differencestfar
uncorrected maximum PM volume levels are essentib same, being respectively+18%, 147%,
and 2&16%, respectively. The correlation coefficientstioe differences are shown on Table 4. The fact
that the corrected and uncorrected data have aheusame reproducibility and the low correlations
between the differences in PM volume and differenicewall loss rates indicate that the differences
cannot be necessarily attributed to run-to-runedéhces in particle wall loss rates. Figure A-1 Bigalire
A-2 shows that there are some experiments witlebegproducibility in the corrected data and sorite w
better in the uncorrected data, as well as somerevheither are well reproduced. The negative
correlation between the PM volume differences dredamount of PM formed would be expected since
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Table 3. Comparison of PM formation in irradiatiasfghe same reaction mixtures with the same
light intensities.

Run ID Compound Added  NO H.0, =~ Wall Loss (/hr) Corr. PM @im*cnt) Uncorr.

Run 1 Run 2 Compound (ppnfppb) (ppm) Runl Run2 Run1Run?2 Diff diff
Side Equivalency Tests
EPA217A Side B m-Xylene 0.04 10 10 27% 26% 10 8 9%1 -12%
EPA247A Side B m-Xylene 0.40 477 10 11% 13% 133 6 132% -8%
EPA249A Side B m-Xylene 0.16 247 11 15% 19% 21 266% -22%
EPA410A Side B m-Xylene 0.52 137 6 16% 18% 134  13B% -8%
EPA474A Side B m-Xylene 0.11 4.0 9 30% 19% 79 755% - 21%
EPA476A Side B m-Xylene 0.05 10 11 29% 22% 25 260% 12%
EPAS56A Side B m-Xylene 0.16 79 11 27% 41% 107 118% -8%
EPA750A Side B m-Xylene 0.07 1.2 10 24% 38% 24 241% -29%
EPA1097A Side B m-Xylene 0.58 196 6 27% 40% 129 0 185% -8%
EPA1175A Side B m-Xylene 0.08 51 8 28% 14% 17 184% -22%
EPA1193A Side B m-Xylene 0.07 45 7 13% 13% 9 8 %1618%
EPA1205A Side B m-Et. toluené.10 1.0 6 34% 28% 86 79 8% 4%
EPA1179A Side B o-Et. toluene 0.09 53 9 26% 26% 6254 -14% -7%
EPA1406A Side B o-Et. toluene 0.10 1.0 4 36% 39% 0 3 38 24% 18%
EPA1194A Side B p-Et. toluene 0.20 90 7 31% 28% 6050 -17% -13%
EPA1206A Side B Phenol 0.05 1.0 5 23% 21% 30 31 3% %
Runs on different days

EPA293A 396A m-Xylene  0.05 22 6 26% 25% 8 10 20%7%2
EPA472B 514B m-Xylene 0.11 1.0 9 25% 23% 28 37 29%3%
EPA1256A 1426B n-Prop. benz0.10 1.0 5 21% 30% 27 19 -36%b5%
EPA1205A 1211A m-Et. toluened.10 1.0 4 34% 24% 63 57 -11%0%
EPA1211B 1218B m-Et. toluend.20 1.0 3 14% 36% 48 77 45% 22%
EPA1218B 1416A m-Et. toluene).20 1.0 6 36% 40% 137 114 -18%22%
EPA1242B 1326A o-Et. toluene 0.10 1.0 5 33% 40% 2342 59% 45%
EPA1227A 1239B p-Et. toluene 0.20 1.0 5 37"% 35% 8366 -22% -18%
EPA1266B 1427A o-Cresol 0.10 1.0 3 38% 36% 67 521% -14%

Notes: "Corr PM" is PM volume corrected for walk$p "Diff" is [(run 2) - (run 1)] / Average [(run),1l
(run 2)]; "Uncorr diff" is difference for maximunmgorrected PM values.

chamber effects might have relatively greater erflce on experiments with lower PM levels, but the
correlation is not very large. There are more cadqsoor reproducibility (i.e., differences greatkan
50%) for the more recent experiments that werdezhout for this project than for those that wesieried
out previously. The reason for this is not known.

This ~30% run-to-run reproducibility is most liketiue to irreproducible chamber effects since
there is no obvious correlation with any measurendeta or differences in known run conditions. This
needs to be taken into account when assessingisvhat acceptable fit of the model simulations t® th
PM data when evaluating the performance of the am@sim in simulating the chamber data.
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Figure 16. Plots of relative differences in PM fattion in replicate experiments against UCR EPA
chamber run number.
Table 4. Correlation coefficients for differencestyeen PM volume formation in the various

pairs of side equivalency or replicate experiments

Correlation Coefficients with: Difference in Corrected Differgnce in Uncorrected
' Final PM Volume Maximum PM Volume
Difference in PM Wall Loss Rate 28% 15%
Difference in Uncorrected maximum PM
63%
Volume
UCR EPA chamber run number

Runs on different days -9% 20%

Side Equivalency Tests -7% 49%
Difference in average temperature 6% -5%
Duration of shortest experiment -11% -49%
Maximum Uncorrected PM Volume -44% -26%

M echanism Evaluation Experiments

List of Experiments

Data from a total of 315 separate aromatic -, dOaromatic - HO, experiments were used for
SOA mechanism evaluation for this project, inclgpd88 such experiments carried out previously a$ wel
as the 217 carried out for this project. These expmnts are listed on Table A-3 in the Supplemantar
Materials. Note that by "experiment" in this corttese mean irradiation of a separate mixture innglsi
reactor (Side A or B) in our dual reactor chamhehjch is designed such that two experiments are
typically carried out at the same time. Althoughaldeeactors were designed in part for conducting
incremental reactivity experiments where the eff#fcadding a test compound to a standard base case
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mixture is examined, in this project the experirgerih the different reactors are considered
independently. Although some of these experimeatssisted of simultaneous irradiations of the same
mixture and can be used as side equivalency tesissaussed in the "Reproducibility” subsectionhef
"Characterization Results" section above, most tdigrent mixtures in the different reactors. For
experimental purposes usually the two reactorsthacdame reactants, but the concentration levale we
different for at least one reactant. There is ndence for interaction of contents of differentatess, so

for the purpose of this project they are treatethdspendent in the mechanism evaluation.

The types and numbers of experiments modeled fergioject are summarized on Table 5.
These consisted of aromatic - N@radiations with various aromatic and N@vels to evaluate the
mechanisms for SOA formation in the presence of,,N@omatic - HO, irradiations to evaluate
mechanisms for SOA formation in the absence of,N@@d a few experiments, primarily with m-xylene
or toluene, where the effects of adding CO or agotkactive organic compound was added. Most of
these were aromatic - NG added VOC experiments but a few were aromatlgO, - CO experiments.
As indicated on Table 5, about 2/3 of these expamisiwere carried out for this project, and aln334t
of the VOC:s listed on Table 5 were not studied jongesly. Most of the previous experiments were with
m-xylene, though a few other compounds were stuakedell.

Not all aromatic experiments carried out for thisjgect or aromatic experiments with PM data
carried out in our chamber previously were usednfi@chanism evaluation. Experiments where data
judged to be critical for modeling were missing suspect and experiments with characterization or
procedure problems that may affect the validitytlodé results were rejected for use in mechanism
evaluation. Modeling was sometimes used as pdhi®kcreening process. However, judgments totrejec
a given experiment were not based on how well tbdahcould simulate ozone or SOA formation, but
only on whether the modeling results indicate that experiment was improperly characterized or the
results are clearly anomalous. Many of the eantietylene experiments did not have satisfactoryigual
assurance procedures and because of the large nofmieailable experiments with this compound we
were somewhat more selective when selecting runsnfdeling. Experiments where results of model
simulations of either gas-phase results or PM foionaappeared to be highly atypical compared to
modeling of similar experiments, were consideredhdwe questionable data quality or characterization
and were not used for modeling, but only if thegeswa sufficient number of other experiments to etpp
a judgment that these data are atypical and sudgets that a similar procedure was used when pglgi
whether an experiment is suitable for gas-phasmatio mechanism evaluation (Carter and Heo, 2012),
though some runs that were used for evaluatinggtsephase mechanism used for that work were not
used in this study because of missing or suspecti&til

Additional criteria were used to reject otherwisitable experiments for mechanism evaluation
in order to conduct the evaluation on a considvasts for all compounds and experiments. As disrliss
in the "Modeling Methods" section above for mosmpounds, we evaluated mechanisms for SOA
formation based on model simulations of SOA yieldh OH radicals levels adjusted so the model will
correctly predict the amount of the aromatic comnmubuhat reacts. This is because the gas-phase
mechanism tends to underpredict radical levelsramatic - NQ experiments (Carter and Heo, 2012),
and not making this adjustment would introduce dsaand potential compensating errors in the SOA
mechanism evaluation. This could not be used fozéee because it reacts too slowly to reliablyweri
OH levels and could not be used for phenolic compstin the presence of N®ecause they can react
with NO; radicals as well as with OH radicals, but was usedll other aromatics. It was also used for
the phenol HO, experiments because the model tended to overpradiounts of phenol consumed in
those experiments, but was not necessary for g ekperiments with the other phenolic compounds.
For this reason, experiments for such compoundsldcked reliable measurements of consumption of
the starting aromatic hydrocarbon had to be exddd®Em the SOA mechanism evaluation dataset. These
excluded experiments included some experimentscthdtl be used for gas-phase mechanism evaluation
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Table 5. Summary of types of SOA mechanism expearimthat were modeled for this project.
All experiments were carried out in one of the teescof the UCR EPA chamber.

Aromatic Compound Total Experiments [a] AromaticAromatic - 2™ Cmpd

All New Old NOy H.0, Added
Benzene 17 15 2 10 6 1
Toluene 20 11 9 11 5 4
Ethyl Benzene 8 8 - 4 4 -
o-Xylene 15 9 6 9 6 -
m-Xylene 103 27 76 50 33 20
p-Xylene 11 6 5 6 5 -
n-Propyl Benzene 8 8 2 6 -
Isopropyl Benzene 8 8 - 4 4 -
o-Ethyl Toluene 17 17 - 11 6 -
m-Ethyl Toluene 18 18 - 10 8 -
p-Ethyl Toluene 12 12 - 8 4 -
1,2,3-Trimethyl Benzene 6 6 - 4 2 -
1,2,4-Trimethyl Benzene 21 21 - 17 4 -
1,3,5-Trimethyl Benzene 8 8 - 4 4 -
Phenol 9 9 - 4 5 -
o-Cresol 11 11 - 6 5 -
m-Cresol 2 2 - - 2 -
p-Cresol 5 5 - - 5 -
2,4-Dimethyl Phenol 9 9 - 4 5 -
2,6-Dimethyl Phenol 3 3 - - 3 -
3,5-Dimethyl Phenol 2 2 - - 2 -
Catechol 2 2 - - 2 -
All Compounds 315 217 98 164 126 25

[a] "New" refers to experiments carried out foistproject and "OIld" refers to experiments carried
previously.

(Carter and Heo, 2012) because at least the irgtalcentration of the aromatic hydrocarbon was
reasonably well characterized. Fortunately, theegewnot many such experiments, so this requirement
was not a significant problem.

A potentially more substantive problem is that isoadid not model experiments where the
levels of PM formed were so low that we could ne the experimental data to reliably derive a garti
wall loss rate. The particle wall loss rate is gndicant input to the modeling that varies sigraintly
from experiment to experiment (see discussion of EMracterization results, above), and if it is
unknown or has to be estimated without reliableadétte SOA mechanism evaluation is uncertain,
regardless of whether the evaluation uses PM dataated or uncorrected for wall loss. If the ewdilon
is done using PM data corrected for wall losssabe case for most of this study except for evaioaf
PM characterization runs, the wall loss rate dastsaffect the model simulation of the corrected PM
yields but it affects the correction used to detive corrected PM data from PM measurements. If the
evaluation is done using uncorrected PM data, tbdeinsimulation of the PM data will be affected by
the wall loss parameter used in the model inpuis Tireans that very low PM runs had to be excluded
from the evaluation. This presents a potential @of bias in the mechanism evaluation, as theselraa

42



cases where the model may predict high PM levelb thie data showing that this is may not be case
being excluded. However, most of the mechanismuet@n experiments had sufficient PM levels to
derive wall loss corrections, and even PM leveldoas as ~1ug/n? are sufficient to derive wall loss
rates.

We also did not use experiments for mechanism atialu where the final PM levels calculated
in the model simulations were found to be undufjuemced by the chamber background PM formation,
as discussed in the "Background Particle Formatsaction of the characterization results, aboves Th
was evaluated by conducting model simulations ef ¢éixperiments by setting chamber background
particle formation to zero (i.e., setting the Waifarm value to 0), and comparing the results of @hod
simulations using the baseline mechanism with patars adjusted to fit the chamber data. If elinimat
the chamber background caused the calculatedRiMato drop by more than 40%, the run was rejected
from the evaluation dataset. This resulted in altot 18 runs being removed from the evaluation Set
with m-xylene, 4 with toluene, 2 each with 1,2,&dadl,3,5-trimethylbenzene, and 1 with ethylbenzene.
Because of the variability of the background PMnfation, runs with this level of sensitivity to this
background were not considered to be sufficientyl wharacterized for use for mechanism evaluation.
Removing there runs did not affect SOA vyield parare derived for m-xylene and 1,2,4-
trimethylbenzene, but did affect those derivedidwene, ethylbenzene, and 1,3,5-trimethylbenzene.

PM Formation in the Mechanism Evaluation Experiments

Table 5 shows that there were a number of expetsrjadged to be suitable for evaluating SOA
formation mechanisms for a variety of aromatic logdrbons and representative phenolic productseTabl
6 lists the range of PM volume levels (correctedviall loss as discussed above) and the highest SOA
yields observed for all the experiments for eacimpound, and Figure 17 and Figure 18 show plots of
these yields against the final PM volume in the eskpents for each of the compounds. Different
symbols are used on Figure 17 and Figure 18 fomatic - NQ and aromatic - KD, experiments
because lower yields were generally observed ireex@nts where NOwas present. Results of one-
product Odum (Odum et al, 1996) model fits, disedsbelow, are also shown on the table and plots.
Although there are a sufficient number of data f®ofor some compounds, such as m-xylene, to fit the
data with a two product model, the fits are nohsigantly better than those with the one-producide,
so using the larger number of parameters for tleepreduct model is not considered to be meaningful.

For the purpose of Table 6 and the discussioniinstiction, the SOA vyield, Y, refers to the final
mass-based yield in the experiment, and is defaseillows:

Y = PMmassCorrAVOCmass (V)
where PMmassCorr = PMVolCorr - PMden,
AVOCmass = (VOCmags VOCmasg.) - €21l * {,

Y is the SOA yield at the end of the experiment,dei is the density assumed for the PM (see Table 2)
PMmassCorr and PMvolCorr are the measured final rRd4s and volume corrected for wall loss as
described aboveAVOCmass, VOCmags and VOCmass, are the mass of VOC reacted in the
experiment and the initial and final VOC masggin?, respectively, Dil is the dilution rate assigned f
the experiment (usually zero), and t is the duratibthe experiment. The duration is defined aslalse
hour of the irradiation where there are valid PM &©OC data, and the VOCmagsvalue is derived by
interpolation if the last measurement is not exaatl the last hour. Note that measured SOAyields ar
uncertain for benzene because of the relativelMldragation that reacts (i.e., uncerta’tvOCmass), and
yield data are not available for all experimentsause of lack of final VOC data. However, suffitien
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Table 6. Summary of PM volume and vyields formedhia aromatic SOA mechanism evaluation
experiments and fits to the 1-product model forah@matic - HO, runs.

PM Volume (im*cn?) [a] 1-Product Model Fits to D, Experiments [b]

Compound (Wall Loss Corrected) Kp Adjusted Kp = 0.02 ni/ug

Min Max Y(max) Yo Kp(Fit)  Y(50) Yoo Y(50)
Benzene 2.6 95 30% 41% 0.028 24% 47% 24%
Toluene 15 61 23% 24% 0.232 22% 51% 25%
Ethyl Benzene 3.0 58 32% 35% 0.082 28% 66% 33%
m-Xylene 1.5 163 40% 45% 0.021 23% 46% 23%
o-Xylene 12.9 54 31% 47% 0.022 25% 50% 25%
p-Xylene 2.9 96 28% 26% 0.064 20% 37% 19%
n-Propyl Benzene 8.5 48 30% 29% 0.074 23% 48% 24%
Isopropyl Benzene 7.9 44 25% 28% 0.117 24% 54% 27%
m-Ethyl Toluene 5.4 142 46% 50% 0.022 26% 52% 26%
o-Ethyl Toluene 20.2 113 26% 33% 0.031 20% 39% 20%
p-Ethyl Toluene 11.9 103 30% 32% 0.093 26% 48% 24%
1,2,3-Trimethyl Benzene 15.8 68 32% 30% [c] 30% 51% 25%
1,2,4-Trimethyl Benzene 2.8 54 28% 21% [c] 21% 45% 23%
1,3,5-Trimethyl Benzene 3.2 64 32% 27% [c] 27% 48% 24%
Phenol 16.9 196 56% 44% 0.074 34% 68% 34%
o-Cresol 39.6 627 69% 56% 0.033 35% 65% 33%
m-Cresol 29.0 32 28% 100% 0.008 28% 55% 27%
p-Cresol 30.3 74 73% 63% 0.107 53% 93% 47%
2,4-Dimethyl Phenol 32.1 485 107% 100% 0.013 40% 95% 48%
2,6-Dimethyl Phenol 42.8 133 44% 43% [c] 43% 63% 32%
3,5-Dimethyl Phenol 30.3 83 26% 39% 0.018 18% 37% 19%

[a] Minimum and maximum PM volume and maximum PMIgs [Y(max)] in all the experiments with
the compound. Yields are given on a mass basisendalculated based on an assumed PM density
of 1.4.

[b] Fits to the yields observed in the aromati©Fexperiments using the 1-product model as described
in the text. Yo is the limiting high PM SOA vyield, Kp(fit) is thbest fit partitioning coefficient in
m°/ug, and Y(50) are the yields calculated for PM Iewvafl 50pug/m® using the best fit parameters.

[c] The data are best fit assuming the SOA is nalatite.
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Figure 17. Plots of SOA vyields for the mechanisraleation experiments with the various aromatic

compounds (set 1 of 2).
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compounds (set 2 of 2).
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VOC data and therefore yield data are availablarfost of the experiments in the mechanism evalnatio
dataset.

As discussed by Odum et al (1996), and also discussthe "Modeling PM Formation" section,
above, if an equilibrium partitioning model is as®d then the SOA yields will depend on the amofint o
organic PM present in the experiment. The equilifarpartitioning model of Odum et al (1996) predicts
that

Y = PMmassCorr X; Yoo; - Kp / (1 + PMmassCorr - Kp V)

where PMmassCorr is the PM volume corrected fof {eak in units ofug/m®, the sum is over all the
condensable products (i) formed in the experim¥ny, is the yield of the condensable product i on a
mass basis relative to the amount of aromatic iredt it all goes into the particle phase, Kp the
equilibrium partitioning coefficient for productin units of mi/ug. Since we rarely know a-priori the
nature, yields, and partitioning coefficients of thle products formed, often a "two-product” modgl
used to approximate the data, with four parametieesyields and Kp values for each of the two podsiu
adjusted to fit the data. However, the number gfeeinents and amount and scatter of the data it mos
cases are such that they cannot meaningfully be tosderive four parameter values, so instead \eeaus
"one-product” model, where

Y =Yoo - PMmassCorr - Kp/ (1 + PMmassCorr - Kp) (VI

and Yoo and Kp reflect the overall set of products formadd are adjusted to fit the data. As indicated
above for the few compounds, such as m-xylene, evti@re are sufficient data to use the two product
model, the fits to the data were found not to gaificantly better.

Figure 17 and Figure 18 show that in most caseyidtés in the aromatic - NGexperiments are
much more variable and tend to be lower than thoslee aromatic - kD, experiments where NQvas
absent, and the yields in the experiments wherg W&s present are not as well fit by the simple
partitioning model as is the case when,N@s absent. Because of this variability of thddgdor the
aromatic - NQ experiments, only the data for the aromatic ,©OHexperiments were used to derive
parameters for the 1-product model (Equation V) Pparameters for the model where both and Kp
were adjusted are summarized on Table 6, and #wgbions of the model are shown as the solid lores
Figure 17 and Figure 18.

For a number of compounds the number of experiment the range of PM levels are
insufficient to derive the two parameters requiredequation (VI), and either the best fits are aied
assuming no dependence of the yield on PMmassCerr that the product is non-volatile), or the fit
parameters are unduly influenced by experimentatteic However, there are enough data to obtain
potentially meaningful ¥% and Kp values for m-xylene, and the parametersioét for most other
compounds are reasonably consistent with thoseeatkefor m-xylene. The compounds for which the one-
product model appears to give consistent resutisabe that one-product Kp values are on the oofler
0.02 ni/ug, and do not indicate any significant trend, asstefor the aromatic hydrocarbons studied for
this project. If the Kp value is specified, thenugtjon (VI) has only one parameter and meaningfsil f
can be obtained even for compounds with limitecad&@able 6 gives the of values derived for each
compound assuming Kp = 0.02/pg, and the dotted lines on Figure 17 and FigursHt®8v the fits for
this one parameter model. With the possible exoaptf toluene, the fits assuming a compound-
independent Kp value of 0.02°ng does not give significantly worse fits to the M@ SOA yield data
than the models where the Kp values are optimizedsidering the experimental scatter of the datanE
the SOA yields in the phenolic product experimdittseasonably well with Kp value that was derived
from the m-xylene data, as shown on Figure 18.
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The ko values derived using the one-parameter model avithecified Kp of 0.02 ffug provides
a means to place the yield data on a comparable Wéh respect to the amount of PM present in the
experiments. However, theseoWalues are extrapolations that can be sensitiibedKp value that is
assumed and these in fact are expected to vamyaat somewhat from compound to compound. The
uncertainty is even greater when most experimentsad have very high PM levels. This extrapolation
uncertainty can be reduced if the one-product mpdeimeters are used to derive yield values faveng
PM level that is within the range of PM levels fanich there are experimental data, i.e.,

Yref = Yoo - PMref - Kp /(1 + PMref - Kp)

where PMref is the reference PM level and Yrehis yield computed for that level. If the PM level i
representative of the range, then the yield vabrettie specified PM level is an interpolation nat a
extrapolation, and is not as sensitive to the Klpesghat used when fitting the data. The Yref valoan

be used to compare the SOA vyields adjusted ttditdata for the different compounds on an equal PM
basis with less uncertainty due to extrapolatidPNfref is chosen appropriately.

A comparison of the ¥ values derived using Kp = 0.02%lmg and the PMref values calculated
both with the fixed and adjusted Kp levels for tregious compounds are shown on Figure 19. Yref
values are calculated for a PMref of B@/m’, which is within the range of PM levels observadtie
experiments for most of the compounds (see Tahldk¢ Yref values for a given compound agree
reasonably well regardless of how Kp was derived, @ expected the Yref values correlates well with
Yoo,

The trend in PM-adjusted SOA yields in the aromatitO, experiments shown on Figure 19 is
different than what one might expect considerirgriolecular weights, though as expected in mosiscas
they are higher for the phenolic compounds than @ematic hydrocarbons. For the aromatic
hydrocarbons, the highest yields are for ethylbeaznd the lowest are for p-xylene and o-ethyltodye
but with the possible exception of these they aresignificantly different for the various compownd
The variability is greater for the phenolic compdsnwith the differences between the different isam
being greater than the differences between sonieeodompounds with different molecular weights. For
example, the highest SOA yields are for 2,4-dimighignol and the lowest are for its 3,5-isomer, ted
yields for phenol, o-cresol and 2,6-dimethylpheaoé not significantly different. The mechanistic
implications of these results are uncertain, argbsst that the actual mechanisms are complex and th
yields may be difficult to predict a-priori for amatic compounds for which no data are available.

The SOA yields in the aromatic - N@xperiments appear to depend on the, N®@el and
possibly other factors as well as on the amoui®@A present. Because of this the data are notfivblf
one-product partitioning models. Because the yigldpend on the amount of PM present, a simple
comparison of the observed yields with initial N&hd other reactant conditions is not useful. Hawev
the use of yields for a reference PM level provide®eans for correcting for differences in PM lavel
when assessing effects of other reaction conditionsobserved PM yields. Given a partitioning
coefficient, Kp, and a reference PM level, PMreRM-adjusted yield, Yadj, can be calculated from th
observed yield, Yobs, and the PM level in the expent corrected for wall loss, PMmassCorr, as
follows:

(1 + Kp - PMmassCorr) PMref
Yadj = Yobs - 1+Kp- (VI
PMmassCorr PMref)

This requires estimating a partitioning coefficielbtit if the reference PM level is representativ¢he
range of PM levels in the experiments, the coroecshould not be highly sensitive to this.
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Figure 19. Plots of SOA yields derived from theadfdr the aromatic - D, experiments at the
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Figure 20. Plots of SOA yields in m-xylene - N®xperiments against the initial NQevels,

showing also the average yields for thgOHexperiments. The yields are adjusted to
correspond to a PM level of 5@y/m’® using a 1-product model with an assumed Kp of
0.02 ni/ug.

Figure 20 shows plots of PM-adjusted SOA yieldthimnm-xylene - NQexperiments against the
initial NOy levels and initial VOC/NQratios (adjusted for differences in light integsitsing the N@
photolysis rates assigned for the experiments). Yliblls are placed on an equal PM basis, using
Equation (VIII) for PMref = 50ug/m® and Kp = 0.02 fifug, in order to assess the effects of N
VOC/NQ, alone. The average and standard deviations forYired values for m-xylene - }D,
experiments are also shown. It can be seen thatthetion in the SOA yields compared to the no:NO
experiments corresponds quite well to the initi@,Nevels, especially when shown on a log scale, and
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does not correlate as well with the reactivitylie experiment as measured by the light intensijysaed
aromatic / NQ ratio. However, the correlation is not perfectggesting that there are other factors
besides the initial NOthat influences SOA yields in these m-xylene -,N@periments. For example,
note that the SOA vyields tend to be lower in thpeginents with added CO or other VOCs for a given
NO, level. This cannot be attributed to lower amourft@romatic hydrocarbon reacted caused by the
suppression of OH by the added VOC, because yiefdsto SOA formed per amount of VOC reacted.

Figure 21 shows plots of PM-adjusted SOA yieldthim aromatic - NQexperiments for most of
the other aromatics that were studied, with m-xgletso included for comparison. A few aromatic
hydrocarbons are not shown but their results arglesi to those for other isomers that are shown. In
general, the trends are consistent with those stionm-xylene, with the added VOC in the benzeng an
toluene experiments reducing the SOA vyields simitarwhat was observed for m-xylene. The one
exception is the phenol - N@xperiments, where the yields are highly variabtd have no apparent
dependence on NQevels.

The implications of these SOA yield results andrtdependence on reaction conditions on the

mechanisms for SOA formation will be discussedha $ection below that describes the results of the
model simulations of these SOA mechanism evaluageriments.

50



¢ Aromatic - NOx Runs

o  Arom. - NOx + VOC or CO

——— H202 Run Avg

---- St.Dev

Benzene Toluene
30% - 50% -
25% 1 . 40%- o
. &
20% - 3 .
. . * 30% 1 *e,
15% - I P
- T ¢
N 20% - .
0%+ *® o
596 | 10% - ¢
0% T T T 0% T T T 1
0 50 100 150 0 25 50 75 100
M-Xylene O-Xylene
30% + - - - T
a
20% ¢ 20% 4
L 2
¢, . ¢ s,
% 10% . . 10% 1 o .
(123 . .
< v
ie]
@ 0% T T T T T T 0% T T T T 1
: 0 100 200 300 400 500 0 50 100 150 200 250
a M-Ethyl Toluene O-Ethyl Toluene
® 3% 25% -
§ ,,,,,,,,,,,,,,,,,,,,
= 20% - "
< 20% - R e
b3 15% - e
a ® .
S . MR ¢
04
10% | . o *°%, 10% .
5% -
0% | ; ; ; ; ‘ 0% ; ; ; ; ;
0 25 50 75 100 125 150 0 50 100 150 200 250
Phenol O-Cresol
77777777777777777777 40% -
40% - Fe
- 30% g """ --
30% - ‘.
'S 20% | *
20% - ¢ 'S
*
10% 10% 1
0% T T T 1 0% T T T 1
0 40 80 120 160 0 200 400 600 800
Initial NO, (ppb)
Figure 21.

50% +

40%

30% 4

20% 4

10% ~

0%

25%

20%

15%

10%

5%

0%

25%

20%

15%

10%

5%

0%

60%

40%

20%

0%

Alkyl Benzenes - NOx

O n-Propyl

A |sopropyl

0 20 40 60 80
Trimethyl Benzene - NOx

| &1.24-
0135

100
2,4-Dimethyl Phenol

150

20 30 40 50 60

Plots of SOA vyields in selected aromahl©, experiments against the initial N@vels,

showing also the average yields for thgOHexperiments. The yields are adjusted to
correspond to a PM level of 5@y/m’® using a 1-product model with an assumed Kp of

0.02 ni/ug.

51



CHEMICAL MECHANISM

Gas-Phase M echanism

The starting point for the SOA mechanism developad this project was the SAPRC-11
aromatics mechanism, whose basis, developmentati@h and listing are documented comprehensively
by Carter and Heo (2012). The major features of thas-phase mechanism are summarized in the
remainder of this section, though Carter and H&4.2? should be consulted for details. The additimns
revisions to this mechanism made for the purposarofmatic SOA are then described in detail in the
following section.

The starting point for the development of the SAPRCaromatics mechanism is the SAPRC-07
mechanism documented by Carter (2010a,b). SinceREA®7 was developed, a large number of
additional aromatic environmental chamber experimemere conducted, including experiments for
additional compounds and many experiments at IoM@y levels than previously available. These
included, but are not limited to, many of the artima NO, experiments carried out to provide data to
develop mechanisms for prediction of SOA formatfomm aromatics, as discussed in the previous
section. However, they also included experimentoun chamber that could not be used for SOA
evaluation but were otherwise suitable for gas-pha&chanism evaluations, and recent experiments
from the CSIRO chamber in Australia (Hynes et 802 White et al, 2010; White, 2010) that did not
have SOA data. These new data indicate that theREABP7 aromatics mechanisms do not give the best
fits to the currently available chamber dataset, @eed to be revised to take the new data intousatco

Although a complete update of SAPRC-07 was noieduaut, a number of updates and revisions
were made. Almost all of the revisions concernexttiens of aromatics or aromatic oxidation products
with mechanisms updated for benzene, toluene, lBthyene, and all xylene, trimethylbenzene,
ethyltoluene and propylbenzene isomers, as well paenol, o-cresol, and 2,4-dimethylphenol.
Mechanisms for other aromatics are derived basedhose for these 17 representative compounds.
Several revisions were made to make the mechanisme gonsistent with recent literature data, most
concerning aromatics but a few concerning the basghanism. The rate constants and yields of known
oxidation products from the reactions of the araenlaydrocarbons that are separately representdtkin
mechanism were updated to be consistent with culiterature data. But the major changes concerned
revisions made to improve model simulations gf@mation in the newer aromatic - N@nvironmental
chamber experiments, many of which were carriedfouthis project. The quantum vyields for radical
formation from the model species representing unknaromatic ring-opening products were adjusted to
remove biases in model simulations of NO oxidatemmd Q formation rates in aromatic - NO
experiments with NQlevels lower than ~100 ppb. New mechanisms wereeatefor the reactions of the
oxidation products phenol, cresols, and xylenolgrprove model simulations of experiments with #os
compounds. In addition, new model species and icgecivere added to SAPRC-11 for the purpose of
predicting SOA formation from aromatic compoundslissussed in the following section.

Except as discussed below, the basic structureleral of chemical detail for the updated
aromatic mechanisms are the same as that usedRRRG-07. Figure 22 shows a schematic of the major
features of the SAPRC-07 aromatics mechanisms, adtlitional processes considered when developing
SAPRC-11 shown in the dashed-line box. As discudsedCarter (2010a,b), the major reaction of
aromatic hydrocarbons is reaction with OH radiceither by OH abstracting from the alkyl group i
ring (if present) (pathway 1 on Figure 22), or ldimg to the ring forming an OH-aromatic adduct
(pathway 2). The reactions following abstractiomgoive formation of an organic nitrate followingeth
reactions of the peroxy radical with NO (pathwayBjormation of an alkoxy radical that ultimately
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Figure 22. Schematic of major overall features lod initial reactions of alkylbenzenes in the

presence of NQin the current SAPRC aromatics mechanisms. Presesst used in
SAPRC-07 but considered for SAPRC-11 are shownhen dashed-line box. Model
species used for reactive products are given iarpheses.

reacts to form H@and various abstraction products (pathway 4)hé abstraction is from a methyl
group, the product formed would be an aromatic lalde represented by the BALD model species;
otherwise the product is either a ketone (represeby the PROD2 species) or an aldehyde with the
carbonyl away from the aromatic group (represerigdRCHO), depending on the location of the
abstraction. This portion of the mechanism is mmisidered to be particularly uncertain and was not
considered further in this mechanism update (se®C2010a,b).

The most uncertain portion of the aromatics medmnioncerns the reactions following OH
addition to the aromatic ring (pathway 2 on FigR#y. The OH-aromatic adduct is assumed to reatt wit
O, either by abstraction to form H@nd a phenolic compound (pathway 5), or by addit@ming an
OH-aromatic-Q adduct (pathway 6) that reacts further. The OHwratic-O, adduct is then assumed to
undergo two competing unimolecular reactions, qrahivay 7) involving unimolecular cyclization by
O, addition to an internal double bond to form a blyradical that then reacts with,@ form a
bicyclic peroxy radical, which then reacts with M@her to form an organic nitrate (pathways 9)hw t
corresponding alkoxy radical (pathway 10) that aeposes to ultimately form HQan a-dicarbonyl
such as glyoxal (GLY), methylglyoxal (MGLY) or bietyl (BACL), and a mono-unsaturated dicarbonyl
co-product represented by AFG1, AFG2, and (for tipedated mechanism) AFG4 model species as
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discussed by Carter and Heo (2012). These pathamysneasured or estimated product yields are not
sufficient to account for all the reaction routss, it is necessary to assume that the OH-aromatic-O
adduct undergoes an additional unimolecular reactiesignated pathway 8 on Figure 22, competing
with pathway 7. In SAPRC-07 pathway 8 is assumethyolve formation of OH and a di-unsaturated
dicarbonyl product that is represented by the AF@Rlel species. This assumption is retained in the
updated version of the mechanism. Additional reasti shown on Figure 22 as pathways A and B within
the dashed-line box, were considered in variouscdsulations discussed by Carter and Heo (204.&),
are not part of the final SAPRC-11 mechanism bexdligy are not consistent with laboratory data on
dependences of product yields on,N&och et al, 2007; Nishino et al, 2010 and refeemntherein). This

is almost certainly an oversimplification of thetwad aromatic ring-opening mechanism and products
formed (e.g., see Calvert et al, 2002), but givendurrent state of information and uncertaintiethie
mechanism this is considered appropriate for thellef detail and predictive capability of the camt
gas-phase mechanism. With the additions discussdtiel following section, this is also considered
sufficient for the predictions of SOA vyields.

Figure 22 also shows the two pathways for formatibmydroperoxides from the reactions of
peroxy radicals with HQ(pathways 1H and 2H). These pathways are notfgignt to predictions of ©
formation and found not to be important in predict of radical levels (unpublished results frons thi
laboratory), but hydroperoxides formed from perawgicals formed following OH addition to the
aromatic ring (pathway 2H) are believed to be inguarin predictions of aromatic SOA formation, and
therefore need to be represented in the gas-phesieamism. Hydroperoxide formation is not predidted
be important in the presence of N@ecause the competing reactions of the peroxycabiwvith NO
(Processes 4, 9 and 10) are believed to dominatét is predicted to be a major fate of peroxyicats
when NQ is absent. As discussed in the following sectind also above in the discussion of the SOA
yields from the mechanism evaluation experimentge BOA yields in the mechanism evaluation
experiments tend to be higher in experiments aaroigt in the absence of NOand significant SOA
formation from these hydroperoxides is used asthm explanation for this finding. This is discusse
further in the following section.

Major revisions were made to the mechanisms foptienolic products because the SAPRC-07
mechanism, which was developed based on model aiims of a single relatively high concentration o-
cresol - NQ experiment carried out in the 1970's, performed/ y@orly in simulating the gas-phase
reactivity results of all the experiments with thkeenolic compounds carried out for this project. In
particular, SAPRC-07, significantly underpredictedtes of NO oxidation, © formation, and
consumption of phenolic reactants. This is illugidaon Figure 23, which shows experimental and fnode
calculation results for selected o-cresol - ,Né&xperiments. The results of the other o-cresolGy N
experiments, and the N@xperiments with other phenolic compounds, wenglai to those shown on
Figure 23 for the examples of the new cresol  K@s. Much better simulations were obtained for al
experiments except the old experiment EC281 wheryiglds of photoreactive products were increased
and adjusted to fit the rates of NO oxidation andf@®mation in the newer chamber data. Because of
their importance in SOA formation, discussed in thlbowing section, separate model species were
derived for phenol (PHEN), cresols (CRES) and xglerfXYNL), and parameters were optimized to fit
the reactivity data in the relevant experimentss Thsulted in much better fits to the simulatiofishe
newer experiments with the updated mechanism, @srslon Figure 23, though the reactivity in the old
o-cresol - NQ experiment used to derive the earlier mechanisis significantly overpredicted. The
reason why the evaluation results are so diffef@nthe old EC experiment used to derive the previo
mechanisms for the cresols is unknown.

The updated aromatics mechanisms were developed emalllated by conducting model
simulations of results of 410 aromatic - N@nvironmental chamber experiments carried out in 9
different environmental chambers at three diffefehbratories using five different types of liglousces.
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Figure 23. Experimental and calculated concenmdiibe plots for @ NO, and o-cresol for

selected o-cresol - N@@hamber experiments.

Approximately half were new experiments not use@mvteveloping SAPRC-07, including data at lower
NO, levels more representative of ambient conditiams iavolved new compounds, including phenolic
products, which had not been experimentally studieeviously. These included almost all of the
aromatics - NQ experiments used in this SOA mechanism evaluaiody, plus additional aromatics -

NO, experiments that did not have suitable SOA data.

Besides the need to revise the mechanisms for leaglic compounds, the most significant
finding of the SAPRC-11 gas-phase mechanism dewstop and evaluation is that it is not possible for
the model to simulate the rates of NO oxidation @dormation over the full range of available NO
conditions for some important aromatic compoundhauit adding additional N@dependent processes
that were not previously considered in aromaticslraaisms used in airshed models. In order to steula
the data over the full range of N@onditions for these compounds, it is necessaagsome that the OH-
aromatic adduct formed from compounds reacts withs@ficiently slowly that reaction of the adduct
with NO or NG (e.qg., processes "A" or "B" on Figure 22) can lmeaompetitive at the NQevels in
the higher NQ experiments, forming less reactive products. Hawewthis is not consistent with
laboratory data and with known dependences of aiormpeoduct yields on NQlevels (Koch et al, 2007;
Nishino et al, 2010 and references therein). Tleeefeither there is an inconsistency between the
chamber data and the published laboratory resarlthere is a different, unknown process that caitisis
additional NQ dependence in the chamber experiments. This idicapfe to benzene, toluene,
ethylbenzene and p-xylene, but not to o- or m-xgJehe trimethylbenzenes and (probably) o-credod T
data are not sufficient to determine whether #pplicable to the compounds studied.
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The SAPRC-11 mechanism used as the basis for SO#&eling in this report does not
incorporate these pathways ("A" or "B" in Figure) 2cause they are not consistent with the labgrato
data as discussed above. This means that this meoh#&ends to overpredict rates of NO oxidation and
O; formation in experiments or environments where,N&vels exceed ~100 ppb. However, this is
probably not a major concern for atmospheric modglsince NQ levels are generally lower than this.
The SAPRC-11 mechanism gives good simulations niyt for NO oxidation and @formation rates at
the lower NQ levels (for which it was optimized), but also foaximum Q yields, for which it was not
necessarily optimized. It represents a significamprovement over SAPRC-07, which tends to
underpredict @formation rates in many of the newer experimeintshis regard. This is probably also
not a large concern in most of the SOA mechanisatuation calculations carried out in this work, e
OH radicals were adjusted so that the model woatdectly simulate OH radical levels and amounts of
aromatic consumption. This is because the occuerasicthese additional N@ependent reactions
primarily affects predictions of overall radicavéds, which are held fixed in most of the SOA vyield
evaluation calculations.

Although SAPRC-11 performs better than SAPRC-07siimulating the available chamber
experiments at atmospherically relevant,Névels, it still has model performance issues dods not
satisfactorily simulate all of the results of thai#able experiments. The mechanisms still systeaiat
underpredicts OH radical levels in the aromaticO,Nxperiments by about ~30% on the average, the
model performance for {predictions depends on the aromatic /\M&ios for many compounds, and the
mechanism still tends to underpredicf & lower reactive organic / N@evels in chamber experiments
with ambient surrogate experiments, though to aesdmat lesser extent than SAPRC-07. Therefore,
although model performance in simulating the atdéalata has improved with this update, it is stilt
entirely satisfactory.

Test simulations were carried out to assess thectsffof mechanism updates on ambiegt O
simulations, using the 1-day box model scenariaxius develop the Carter (1994) reactivity scales.
SAPRC-11 was found to give predictions of somewtiglher Q concentrations in ambient simulations,
with 3-15% higher @in higher NQ, maximum incremental reactivity (MIR) conditionsda~2% higher
O; at lower NQ levels. The ozone impacts under MIR conditionsearast significantly affected for non-
aromatic compounds, but MIR values for aromatic poamds increased by factors of ~2.5-4 for phenolic
compounds, by over a factor of 2 for benzene, k%@ for toluene and other monoalkylbenzenes, and
by lesser and more variable amounts for other atiorhg@drocarbons. However, use of 3-D models is
necessary to completely evaluate the effect oftbehanism updates on ambient simulations.

Complete listings of the species, reactions, atel parameters used in the gas-phase mechanism
that was evaluated in this work are given in Tablé and Table A-5 in the Supplementary Materials.
These listings also include model species andioracadded for the purpose of predicting aroma@&S
as discussed in the following section. Note thatdhanges made for predicting SOA did not change th
predictions of gas-phase reactions and predictodi@, radical levels, NQ and other gas-phase species
of interest, so in terms of gas-phase predictibissrhechanism is substantially the same as thatllsnd
documented by Carter and Heo (2012).

Aromatic SOA M echanism
Overall Featuresand General Approach

The approach used to represent SOA formation arasérall level of detail followed that used in
the gas-phase mechanism as described previousiie(C2010a,b, Carter and Heo, 2012). No attempt
was made to explicitly represent all the individuadctions in the uncertain portions of the medrani
that may be important because many of the deteélsuaknown, and such a mechanism would consist
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largely of speculation and have more detail tharegsary for predictive purposes. Such detail waldd
provide an illusion of mechanistic knowledge thaes not actually exist. Furthermore, if a mechanism
has a large number of uncertain parameters (eafe constants, product yields or partitioning
coefficients) that affect the SOA predictions ofeirest, then it would be unclear how to improve the
mechanism if the number of parameters that nebeé tadjusted exceeds the number of parameterssthat i
supported by the available data. It is necessamd@&e assumptions about relationships between the
uncertain parameters that are functionally equivaie using a condensed mechanism in the firsieplac

Therefore, the approach used in the SOA mechan&ralaped in this work is to use only the
level of detalil that is needed for predictive puegs, and that is supported by the available dateoan
current understanding of the overall processesivedo This involves employing lumped reactions
representing the overall processes that are negdsssimulate the available data and that are istarg
with our understanding or estimates of the actuatgsses that may occur. If two or more processes
represented in the model give the same predicbrdependences on reaction conditions or extent of
reaction, then they can either be lumped togetheon® can be used as a surrogate for the others.
Processes or products are also lumped if theygiiagar predictions and there is insufficient infaation
or data available to derive their relative impoc&n

Figure 24 shows a schematic of the aromatic meshashowing the overall SOA formation
processes that were considered for the mechanigelaged for this project. This includes a maximuim o
6 overall processes for each aromatic hydrocarlhas g maximum of 8 for each model species used to
represent phenolic products. Each of those lumpedegses has up to two parameters that have to be
derived or estimated: (1) the yield of the lumpeadel species representing the condensable profluct(s
and (2) the equilibrium partitioning coefficient gikKto be used for the model species. Ideally, stpar
model species should be used to represent the jhenaducts from each aromatic hydrocarbon because
each one forms a different distribution of suchdorts. This would result in up to 14 processes zthd
parameters for each compound, or almost 400 paeamédr the 14 different aromatic hydrocarbons
studied. Our current knowledge and the availabla ddearly do not support deriving such many
parameters, so further lumping and simplificatians necessary even with this highly lumped approach
Note that although partitioning coefficients inrgiple can be estimated, the estimates are toortairce
to be useful for predictive model development (elghnson et al, 2005; Healy et al, 2008), so thagt
be treated as adjustable parameters.

The various overall processes shown on Figure r2d tlae types of reactions they represent, are
discussed further below.

Process (p1): Condensable primary hydroperoxidékelEthis process or its analogue in the
phenolic system (process plp and/or plpN) is pighbatcurring to at least some extent because it is
necessary to explain the suppression of SOA yigydsQ, in the chamber experiments. The presence of
NO, suppresses hydroperoxide formation because afdimpeting reactions of peroxy radicals with NO,
but hydroperoxide formation is an important routearomatic photooxidations when N@ absent. The
SOA yield data shown on Figure 18 suggest thaBtb4 yields in the reactions of the phenolic product
may not be as dependent on ,\i3 is the case for the aromatic hydrocarbons@srsbn Figure 17 and
Figure 18, so it appears likely that Process gligasmain reason for this suppression of SOA by.NiOs
reasonable to assume that hydroperoxides forméukimeaction of HQwith aromatic + OH + @+ O,
adduct peroxy radicals that are formed when OH daddke aromatic ring. However, we assume that
hydroperoxides (R60O0OH on Figure 24) formed from teaction of HQ with benzyl peroxy radicals
(that in turn are formed when OH abstracts a hyelnogtom from the alkyl groups) are much more
volatile and do not contribute to SOA formation. this is assumed, and if it is assumed that all
hydroperoxides formed from aromatic + OH % -©0, adduct peroxy radicals are condensable, then the
yields of the model species representing these dpgdoxides can be derived from the gas-phase
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were included in the final version of the mechan@&swm shown in bold font.
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mechanism. However, as discussed below, the mesthaeivaluation data cannot be consistently

simulated with models using this assumption, anchesxe to assume that at least some relatively more
volatile hydroperoxides (represented by R60OH ia thodel) are also formed from peroxy radicals

formed following ring addition, and we use the censhble hydroperoxide (RAOOH) yield in process

(p1) as an adjustable parameter.

Process (p2): Condensable products formed fromapyirperoxy radicals. This could represent
the formation of condensable organic nitrates farmvben the bicyclic aromatic + OH +® O, radical
reacts with NO, or formation of other condensaldmgounds as primary products in the aromatic + OH
reaction that involves the reaction of N®ith peroxy radicals. It is possible that at lessie organic
nitrates formed from the bicyclic aromatic + OH % -©0, adduct might be condensable because of the
large number of oxygens on the molecule, as is#se for the hydroperoxide formed when this adduct
reacts with H@ (process pl). It is also possible that other cosdele products are formed as primary
products involving the intermediacy of peroxy radéc Note that this process requires the presehce o
NO, to occur, so it differs from the other possibiliiscussed next. Note also that all the other non-
hydroperoxide processes (p4-p6, p2p-p4p, and pZpMprepresent formation of condensable products
as secondary or in some cases tertiary reactioasoafatic products, so SOA formation from this s
would have a different dependence on extent oftisrathan the others.

Condensable primary products whose formation dalapend on NQO(not shown on Figure 24).
Formation of condensable products in the reaciiotise initial reactions of the aromatic hydrocarbas
also a possibility. Using this process in the maauld give similar results as using process (with
somewhat lower yields for condensable hydroperofatenation (process pl) needed to fit the data
because this process, unlike (p2), also predicts @nation in the absence of NOThis process is not
included in Figure 24 because it is expected tydtdperoxides and possibly organic nitrates wowdd b
the only potentially significant SOA-forming proses the initial reactions

Processes (p3) and (p4): Condensable products dofmomn peroxy radicals formed in secondary
OH radical reactions of non-phenolic products. ‘Bhgsocesses represent possible formation of
condensable products through reactions of perodticabs formed from reactions of second generation
products other than phenolics. (Processes invol8@A formation from phenolics are represented
separately as discussed below.) As with (p2), tihegeire the presence of N@ occur. Processes (p3)
and (p4) are similar in terms of predictions okefs of reaction conditions on SOA formation, sitiee
overall processes for each involve the intermedadcy peroxy radical. Process (p3) represents fooma
of SOA from peroxy radicals formed from reactions axidation products whose formation is
independent of NE such as compounds represented by the model spAE€3 in the mechanism.
Process (p4) represents formation of SOA from,Mdependent reactions of compounds whose
formation involves the reaction of peroxy radicaldh NO, such as those represented by the model
species AFG4. Use of process (p3) with AFG3 agritegmediate is preferred because AFG3 is formed
from all aromatics in the gas-phase mechanism ums#fds work (Carter and Heo, 2012), while AFG4 is
only used in the mechanisms for 1,4-disubstituatkéres such as p-xylene. Process (p3) is usea in th
baseline mechanism because as discussed belowiagsilvat this is the major non-phenolic process
forming SOA in the presence of N@ives somewhat better fits to some aspects ofrrtehanism
evaluation data than assuming other processessdfytie (i.e., p2, and p4-p6) dominate.

Process (p5): Condensable products formed in secpmdactions that are independent of,NO
This could represent the formation of primary corgddble products through Ndhdependent reactions
of OH radicals with compounds whose formation deesdepend on NO This was considered as an
alternative to process (p2) or (p3) in the mechantzut was not adopted because assuming it is #j@ m
non-phenolic process involving SOA formation in firesence of NOresults in overpredictions of SOA
yields in the benzene -,8, experiments even if it is assumed that condendaliieoperoxide formation
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from this compound is negligible. However, the datam-xylene and most other aromatics could be fit
equally well using this process in place of prodg®3 or (p3).

Process (p6): Condensable products formed in tbtopsis of photoreactive aromatic products.
Significant formation of photoreactive productsetithan the observemtdicarbonyls must be assumed
in aromatic photooxidations since otherwise the advill significantly underpredict rates of NO
oxidation and @formation. This process represents the possibiladtion of condensable materials in
these rapid photolysis reactions. This processomasidered in preliminary sensitivity calculatiomsere
effects of various alternatives were examinedrésitilts of model simulations were either very samib,
or not quite as good as, simulations using onlycess (p2) to represent SOA formation processes from
reactions of non-phenolic products in the presasfcO,. Therefore, this process was not considered
further.

Condensable products formed in the reactions;afith aromatic products (not shown on Figure
24). Some of the aromatic photooxidation producy also react with £to some extent, so formation of
condensable products from those reactions is aisxssibility. This was considered in preliminaryadseb
simulations, but was rejected because assumirgyimportant did not give good fits to the data. For
example, this process predicts higher SOA formatiorexperiments where CO or another reactive
compound are added to aromatic - N@adiations because of their higher ozone levedsich was
opposite to what was found experimentally.

Representation and lumping of phenol model speé&igperiments with the phenolic products
indicate that secondary reactions of these prodaretyery important SOA sources in the reactionhef
aromatic hydrocarbons, though as discussed beley #ine not the only significant SOA precursors
formed from non-phenolic aromatics. Therefore, Si@n phenolic products are represented separately
and not lumped with the other processes discudsedkea Although in principle separate model species
should be used to represent the distribution ohple products from each aromatic hydrocarbon, ithis
not possible in practice because there are ingefficlata to evaluate SOA forming mechanisms for al
the relevant phenolic isomers. In addition, for soaromatic hydrocarbons the exact distributions of
phenolic isomers formed are unknown or highly utater Therefore, we lump all phenol isomers with
the same molecular weights together based on thergion that molecular weights should be a major
factor affecting SOA formation from a homologousies of compounds that react similarly. Based on
this, we represent phenol explicitly using the PHEMdel species, use a CRES model species to
represent all cresol isomers formed from toluems]l a XYNL model species to represent phenolic
products from the xylenes and higher molecular ttemyomatic hydrocarbons. There are no data to
evaluate SOA mechanisms fog.(phenols, so we use the XYNL species derived udiaig for G
phenols for G. phenols. Furthermore, we use the chamber data,dedimethylphenol, one of the two
isomers formed in the highest yield for m-xylenal{@rt et al, 2002) and for which there are thetmos
chamber data, to derive the mechanism used fduthped XYNL species.

Process (plp): Condensable hydroperoxides frontioeacof OH radicals with phenols. The
extent to which peroxy radicals are involved in thactions of phenolic compounds is uncertain,thad
highly simplified and parameterized mechanisms usa@present these reactions in SAPRC-11 provide
no guidance in this regard. However, if peroxy catli are involved then they would be expected tmfo
hydroperoxides when they react with H@dicals under low NQOconditions, and if the hydroperoxides
formed from the aromatic hydrocarbons have suffityelow volatility to be condensable, one would
expect the hydroperoxides formed in analogous imectof the phenols, which have an additional OH
group, to be even more condensable. Thereforgydbsibility of condensable hydroperoxides formed in
reactions of phenolic products is considered, withr yields and partitioning coefficients deriviedsed
on simulations of the chamber data.
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Process (p3p): Formation of condensable producis fihe reactions of OH with catechols.
Catechols (dihydroxybenzenes) are known productshe$e reactions of the reactions atmospheric
reactions of phenolic compounds (Olariu et al, 20Bérndt and Boge, 2003). It is also known that
catechols react very rapidly with OH and N@dicals (Olariu et al, 2000, 2004) and form hyiglds of
SOA when they react with OH (Nakao et al, 2011ay. that reason, a catechol model species (CATL)
was added to the SAPRC-11 aromatics mechanismgiGartd Heo, 2012), and formation of condensable
products in its subsequent reactions with OH and M@icals is added to the aromatic SOA mechanism
developed in this work. The yields of catechol€H and NQ reactions have been measured but vary
from compound to compound and for simplicity weumse the same yield regardless of the phenolic
precursor and the same yield for both the OH and ié@&ctions (Carter and Heo, 2012 A yield of 70% is
assumed based on dihydroxybenzene yields repoyt€didriu et al (2002) and Berndt and Bége (2003)
for phenol and cresol isomers. The yields of theleh@pecies representing the condensable products i
the catechol reactions are derived based on thelnsodulations of the chamber data as discussedvbel

Processes (p2p and p4p): Condensable primary piodiamm reactions of OH with phenols.
These represent the possible formation of condémgabducts as primary products in the reactions of
OH from phenols, rather than as secondary prodimmtsugh reactions of catechols. Process (p2p)
involves the intermediacy of peroxy radicals anguiees NQ to be significant, while process (p4p) is
independent of NQ However, the predictions of these two processesnat sufficiently different in
terms of simulations of the available chamber expents to allow us to distinguish between themyso
only consider process (p2p) for the mechanism piiynBor convenience. (It is easier to derive iiglgl
that best fits the data independently of the yaddived for condensable hydroperoxide formation.plp
The effect of this process on SOA formation is aisd sufficiently different from that of the proses
representing SOA formation from the catechols (pBffe optimization is being done for only a siagl
compound. However, the SOA yields in the presenfc&©, are sufficiently different for phenol,
o-cresol, and 2,4-dimethylphenol that it is notgible to use only process (p3p) without assumirag th
catechol yields from the different compounds varyiway that is not consistent with the data ofriQla
et al (2002). Therefore, we use both (p2p) and ) p3pepresent formation of SOA from the reactiohs
phenolics in the presence of N@vith (p3p) being adjusted to fit the data frone fphenolic compound
best fit with the lowest parameter values (pherai (p2p) being adjusted as needed to prediatmuft
SOA from the other phenolic compounds.

Processes (p2pN, p3pN, and p4pN): Condensable giofhom reactions of NOradicals with
phenols or catechols. These correspond to procé€p2e3 through (p4p) discussed above, except that
they come from the reactions of the phenolic compswr catechols with Ndadicals rather than with
OH radicals. Because of lack of data to estimaté $@lds separately for the OH and hf@actions, in
initial versions of the mechanisms we assumed yratls of the SOA processes were equal for both
reactions, However, as discussed below, this wasdoto result in consistent biases towards
overpredicting SOA formation from aromatic - N@xperiments where CO or a reactive non-aromatic
VOC was added. Better fits to the data for thospedarments are obtained if we assume that SOA
formation from reactions of NQwith phenols or catechols are negligible.

Listing of SOA Model Species, Parameters, and M echanism

A list of the model species used in the aromatid$@chanism developed in this work is given
in Table 7. That table also has a discussion ofrties that the various model species have in SOA
formation in the aromatics mechanisms, includingséhthat were considered as SOA precursors but not
represented as such in the final mechanism. Theskelnspecies were used in a number of alternative
SOA mechanisms that were considered in this woith warying assumptions concerning which of the
alternative processes discussed above accountdér fBrmation in the presence of NCand varying
assumptions concerning magnitudes of partitioningffccients. The alternative mechanisms whose
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Table 7.

List of model species used in the SAPRQ@44-phase aromatics mechanism and the
model species added to represent aromatic SOA fmma

Species

Represents

Discussion of role in SOA meésiman

Aromatic hydrocarbons

BENZENE
TOLUENE
C2-BENZ
M-XYLENE
O-XYLENE
P-XYLENE
N-C3-BEN
[-C3-BEN
M-ET-TOL
O-ET-TOL
P-ET-TOL
123-TMB
124-TMB
135-TMB

Benzene

Toluene

Ethyl Benzene
m-Xylene

0-Xylene

p-Xylene

n-Propyl Benzene
Isopropyl Benzene
m-Ethyl Toluene

o-Ethyl Toluene

p-Ethyl Toluene
1,2,3-Trimethyl Benzene
1,2,4-Trimethyl Benzene
1,3,5-Trimethyl Benzene

These 14 aromatic hydrocarbons are those for whi
environmental chamber data were available to us t
derive and evaluate aromatic SOA mechanisms. E
is represented separately in the model calculations
described in this work, and each have their own

derived based on data available in the literatacke a
adjustments to fit chamber data as documented by
Carter and Heo (2012). The SAPRC-11 aromatic
mechanism also includes separate representations
mechanistic parameters for other types of aromatig
hydrocarbons, but SOA parameters were not deriv
for them in this work because of lack of suitable

available data. Recommendations on how to repre

used in airshed models are discussed later in this
report.

assigned rate constants and product yield parasyeter

SOA formation from lumped aromatic model specigs

ch

ach

an

sent

Aromatic oxid

ation products in gas-phase me

charidee Carter and Heo, 2012, for documentation)

BALD Benzaldehyde, tolualdehydes | These model species are used to represent aromatic
and other aromatic aldehydes, ring-retaining products formed when OH abstracts @n
PROD2 Aromatic ketones such as H atom from alkyl groups off the aromatic rings.€Th
methyl phenyl ketone. Also | éactions of these compounds may form SOA but this
used for ketone products from| iS @ssumed not to be important in the current
non-aromatics mechanism
RNO3 Organic nitrates formed from | The organic nitrates formed in the reactions of the
peroxy + NO reactions (both | OH-aromatic-Q-O, bicyclic peroxy radicals with NO
aromatic and non-aromatic) | might be expected to have low volatility, and this
possibility is represented by process (pl) in Fegz4.
However, as discussed below, assuming that tlais is
important SOA forming process in the presence of
NO, does not result in satisfactory simulations of the
chamber data, so this is not represented as a SOA
precursor in the present mechanism.
PHEN Phenol Highly condensed and parameterized gas-phase
CRES Cresols (o-, m- and p-) mechanisms derived and adjusted to fif@mation
XYNL Xylenols and all G, phenols and other results of phenol, cresol, and xylendDy

chamber experiments as described by Carter and |
(2012). The reactions of these compounds are
believed to be important SOA precursors, and
products added to their reactions to represent SOA
formation are discussed below.
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Table 7 (continued)

od

nd

ao

n

p 2

Species Represents Discussion of role in SOA mésiman

CATL Catechols (dihydroxybenzenes) Representedsaparate model species because
reactions of catechols are believed to be important
aromatic SOA formation. The way their reactions are
represented in the model also affects gas-phaselm
simulations, so they are considered part of the gas
phase mechanism. Their simplified and highly
parameterized mechanism was derived as discussed
by Carter and Heo (2012).

NPHE Nitrophenols and other Used to represent the primary products formed from
nitrogen-containing and phenoxy radicals in the presence of ;NBhenoxy
aromatic ring-retaining radical formation is assumed in the parameterized
products. mechanisms for the phenolic compounds (Carter a

Heo, 2012), so these are important secondary pteduc
from phenols. Although their subsequent reactions
may well involve SOA formation, SOA formation

from NPHE is not represented in this mechanism. Any
SOA formation that occurs from nitrophenols is
represented by other processes.

GLY Glyoxal Glyoxal and othea-dicarbonyls was proposed to be

MGLY Methyl and other alkyl glyoxalg involved in SOA formation under humid conditions

. A (Kalberer et al, 2004; Healy, 2008; Kamens et al,

BACL Biacetyl and othea-diketones 2011). However, our recent study indicates SOA
formation from glyoxal uptake was negligible in
aromatic SOA formation even under humid conditions
(RH less than 80%) in our experimental setup (Nak
et al., 2011b). Therefore, it is reasonable tomssu
thesea-dicarbonyl species do not account for the
SOA formation significantly, especially since all
carried out under dry conditions.

AFG1 Photoreactive monounsaturatedrotal yields derived based on measured or estimat

AFG2 dicarbonyl aromatic ring yields of theira-dicarbonyl co-products, with the
opening products and other | AFG1/AFG2 yield ratios optimized based on mode
unknown photoreactive simulations of aromatic - NGrhamber experiments,
aromatic ring opening products.including the aromatic - NOexperiments used in this
AFGL1 represents species whosproject (Carter and Heo, 2012). The possibility of
photolysis forms radicals, while SOA formation from the reactions of these
AFG2 represents those that | compounds is considered as process (p6) in Figure
photolyze to form non-radical | but this process is not included in the final mextia
products. developed in this work. Instead, they are lumpeith w

SOA formation from species represented by AFG3
(process p3).
AFG4 Monounsaturated 1,4-diketone<(ield derived from measured or estimated yield of

photoreactive. If their reactions form SOA precussg
they are lumped with SOA formation from products

their a-dicarbonyl co-products. Assumed to be non;

represented by AFG3.
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Table 7 (continued)

Species

Represents

Discussion of role in SOA meésiman

AFG3

Di-unsaturated dicarbonyl ring
opening products and/or other
uncharacterized ring opening
products that do not haee
dicarbonyl co-products.
Assumed not to be
photoreactive but to react
rapidly with OH and non-
negligibly with Q.

Used to represent products formed in pathways ot}
than abstraction from alkyl groups, formation of
phenolic products, or ring-fragmentation to foum
dicarbonyls, so the total AFG3 yields depend on
measured or estimated yields for all the other
pathways, and are not adjusted. A separate model
species, AFG3C, (discussed below) is used to
represent only SOA formation from species
represented by AFG3 in models where this is
assumed.

R60OOH

Volatile hydroperoxides forme
from peroxy + HQ reactions.

dThis is used to represent hydroperoxides that do n
participate in SOA formation. Used in the gas-phas
mechanism as developed by Carter and Heo (2012
represent hydroperoxides formed from non-aromat
reactions and also from peroxy radicals formed
following OH abstraction from alkyl groups of
aromatics. However, as discussed below in this wa
it was found that assuming all hydroperoxides fain
following addition of OH to the aromatic rings didt
correctly simulate SOA formation in the chamber
experiments, and it was necessary to assume timet
hydroperoxides formed in these reactions did niohfi
SOA. The mechanism was therefore revised to use
R60OO0H model species to represent the non-SOA-
forming fraction of the aromatic hydroperoxides,
which was adjusted to fit the chamber data.

RAOOH

Condensable hydroperoxides
formed in reactions of OH-
aromatic-Q-O, bicyclic peroxy
radicals with HQ.

The hydroperoxides formed following OH addition {
the aromatic rings are represented by separatelmqg
species in the gas-phase mechanism because they
expected to be SOA precursors. Their yields are
determined based on the measured or estimatedy
of thea-dicarbonyls assumed to be formed when
these peroxy radicals react in the presence qgf Bl
therefore strictly speaking should not be adjustabl
parameters. However, as discussed below, using
RAOONH yields derived based on the gas-phase
mechanism did not result in satisfactory simulatioh
SOA formation in the mechanism evaluation
experiments, and it was necessary to use lower
RAOOH yields to fit the SOA data if RAOOH is
represented as condensable. The yields of R60OOH
increased in the model to offset the adjusted r@oluc
of RAOOH yields.
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Table 7 (conti

nued)

Species

Represents

Discussion of role in SOA meésiman

Steady state chemical operator species used

iplgese mechanism [a]

xPROD (e.g.,
XBALD)

yR600OH
yRAOOH

ZRNO3

Formation of the product wher
peroxy radicals react with NO
or otherwise form the
corresponding alkoxy radical

Formation of a hydroperoxide
when peroxy radicals react wit
HO..

Formation of the organic nitra
model species when peroxy
radicals react with NO.

These chemical operators are used in the SAPRCH
mechanism to represent the net effects of peroxy
radical reactions without having to add separatdeh
species and peroxy + peroxy reactions for eachay
peroxy radical that needs to be represented in the
mechanism, and this approach is retained in the
SAPRC-11 aromatics mechanism. See Carter
(2010a,b) for a more complete discussion of this
teapproach. For SOA predictions the primary utilgy i
more accurate representation of SOA precursor yi€
under low NQ conditions than the more condensed
approach used for SAPRC-99 (Carter, 2000) and g
mechanisms.

h

e

d

ther

Species adde

d solely for SOA Predictions [b]

PMmass Sum of all species in the Total mass of species in the condensed phase.
condensed phase (see Table 2)Calculated in units gfig/n?. Equal to pmCNDp2p +
pmCNDp2 + pmRAOOH + pmRAOOHp +
pmCNDW converted to mass units.
CNDp2 Gas and particle phase forms pfThese are used as the model species represerging th
pmCNDp2 condensable compounds condensable products formed in processes (p2-p7) on
formed from reactions of Figure 24. Only one set of condensable model spefie
aromatics hydrocarbons, or | is needed for these because it is not possiblerivel
their non-phenolic products, in| separate yields for all these processes, and oy o
the presence of NO process is used for all the others in the various
CNDp2 is used for the specied alternative mechanisms that are considered in this
in the gas phase, and work.
pmCNDp?2 is used for the The yields and approximate magnitude of the
species in the particle phase | partitioning coefficient, KoCNDp2 are derived based
on the simulations of the chamber data as discussed
below. The yields vary from compound to compound
and are given on Table 9. The simulations indicate
that a KpCNDp2 value of 0.04%pg is reasonably
consistent with the data, and this is used in tbdeh
unless indicated otherwise.
A molecular weight of 187.17 grams/mole, based gn
m-xylene + OH + 2 Q is used for the predictions of
mass of PM formed. (See Note [c])
The gas-phase reactions of CNDp2 are neglected,|so
the formation of CNDp2 does not affect gas-phase
predictions.
XCNDp2 [a] | Formation of CNDp2 following This is needed for processes (p2), (p5), and (p6),

reactions of peroxy radicals
with NO

which involves formation of SOA following reaction
of peroxy radicals with NO. See Note [a].

[72)
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Table 7 (continued)

Species

Represents

Discussion of role in SOA meésiman

AFG3C

Aromatic products that react
with OH to form condensable
products.

This is used to represent SOA formation from the
reactions of AFG3 in model simulations representir
processes (p4) or (p5) on Figure 24. It is usedl as
separate model species with 100% vyield of the
condensable species CNDp2 (for process p5) or itg
precursor XCNDp2 (for process p3) in the OH
reaction. Its yield adjusted for each aromatic
hydrocarbon, rather than adjusting the CNDp2 or
XCNDp3 yield in the AFG3 reactions and requiring
separate AFG3 species for each. AFG3C is
representing as being consumed by gas-phase
reactions with the same rates as AFG3 but with the
reactions having no net effect other than formatibn
CNDp?2 in either the OH reaction.

19

D

CNDp2p
pmCNDp2p

Condensable compounds
formed when phenolic
compounds or catechols react
with OH or NG

CNDp2p used for gas phase &
pmCNDp2p used for particle
phase forms.

Added to the mechanism for the purpose of SOA
predictions from the reactions of phenolic compaur
and catechols (processes p2p-p4p and p2p-p4pN (¢
Figure 24). There are insufficient data to derive
n%arameters for separate model species for each
process, so this one set of species is used for all

condensable products formed from phenolics in the

presence of NQ

The yields and approximate magnitude of the
partitioning coefficient, KpCNDp2p are derived to
simulate SOA formation in the experiments with
phenol, o-cresol, and 2,4-dimethyl phenol as dised
in the text. The yields are given in Table 8. Thadel
simulations indicate a KpCNDp2p of 0.03/py is
reasonably consistent with the data, and thisasdl irs
the model unless indicated otherwise.

A molecular weight of 157.19 grams/mole, based g
m-xylene + 3 OH, is used for the predictions of sna
of PM formed. (See Note [c])

The gas-phase reactions of CNDp2p are neglected
the formation of CNDp2 does not affect gas-phase
predictions.

d

nY

12}

RAOOH
pmRAOOH

Gas and particle phase forms,
respectively, of condensable
hydroperoxides formed from
aromatic hydrocarbons.

See above for a discussion of the use of RAOOH i
the gas-phase mechanism. This is used to represe
formation of condensable hydroperoxides in the
reactions of aromatic hydrocarbons (processes pl
Figure 24).

The yields are adjusted for each aromatic hydramar
based on simulations of the chamber data as disdu
below, and the yields derived are summarized on

Table 9. As discussed in the section above on PM
formation in the mechanism evaluation experiment
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Table 7 (continued)

Species

Represents

Discussion of role in SOA meésiman

the SOA yields in the aromatic €, experiments
indicate that the partitioning coefficient, Kb0RAOQH

SOA model developed in this work. However, as

is 0.1 n¥/ug fit the data with less overall bias.

that for m-xylene + OH + O+ HO,, is used for
calculation of PM mass (see Note [c]).

retained in the aromatic SOA mechanisms.

should be 0.02 ffug, and this is used in the primary|

A molecular weight of 188.18 grams/mole, based gn

discussed below, models that assume that KpRAOOH

The SAPRC-11 mechanisms, like SAPRC-07, include
gas-phase reactions of RAOOH. These reactions dre

RAOOHp
pmRAOOHp

yRAOOHp

Gas and particle phase forms,
respectively, of condensable
hydroperoxides formed from
phenolic products.

Formation of RAOOHp when
peroxy radicals react with HO
(see Note [a]).

Used to represent formation of condensable

plp on Figure 24). It is represented by a separate
model species than RAOOH because the condens
hydroperoxides from the phenolic compounds are
expected to be less volatile than those from the
aromatic compounds, and also because it allows
tracking the fraction of aromatic SOA that is doe t
reactions of the phenolic products.

The yields are adjusted for each model speciesiba
on model simulations of SOA in the phenol, o-cres
or 2,4-dimethyl phenol - D, experiments, and are
summarized in Table 8. It is assumed that these
hydroperoxides are non-volatile since that gave
satisfactory simulations of the data, the data are
insufficient to derive a partitioning coefficierand it
is expected the these would be less volatile than t
compounds represented by RAOOH

A molecular weight of 205.19, based on that for m-
xylene + 2 OH + @+ HO,, is used for calculation of
PM mass (see Note [c]).

The gas-phase mechanism used for RAOOHp wasg
same as that for RAOOH, so the only difference is

pMmRAOOHp rather than pmRAOOH, so they could
be lumped together in the gas-phase mechanism.

hydroperoxides for those phenolic products (process

that the condensation reaction forms the modelispec

able

5

the

CNDW
pmCNDW

Gas and patrticle phase forms
condensable species formed
from contaminants off-gassed
from the chamber walls.

pfAs discussed in the Characterization Results sgdtic
is necessary to assume that condensable species
formed in the reactions of OH radicals from unknov
contaminants off-gassed from the chamber walls,
whose off-gassing rates are adjusted based on mo
simulations of background characterization
experiments.

D
are
vn

del
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Table 7 (continued)

Species Represents Discussion of role in SOA mésiman

The molecular weight is arbitrarily set at 200
grams/mole for calculation of background PM mass.

[a] See Carter (2010a,b) for a discussion of tlobsenical operators. It is recommended that thedgtea
state approximation be used for these xPROD andOfPRpecies when the mechanism is
implemented in models.

[b] The formation and reaction of these speciesatoaffect predictions of other gas-phase speaids a
can be removed from the mechanism if SOA predistane not of interest.

[c] The most appropriate molecular weight is ureieriand would vary depending on the compound.
However, errors in the molecular weights of thed=rsable model species are compensated for, at
least in part, by opposite errors in yields thatadjusted to fit the PM volume (i.e., mass) data.

results are presented in this report, and the psaseused to represent SOA formation in the presainc
NO,, are summarized in Table 8. In addition to thdipaning coefficients, Table 8 also shows the SOA
yield parameters used for m-xylene, which was disethost of the calculations evaluating the altéuea
mechanisms because that compound was most compiretigrstudied. (The parameters for the other
aromatic hydrocarbons are given later in this sec}tiln addition, Table 9 gives the SOA formation
parameters used in the alternative mechanisms aranor the phenolic species. The parameters dkrive
for the baseline mechanism are assigned baseceaeshlts of the test calculations that are desdrib
the Mechanism Evaluation Results section, belovwofplete listing of all the model species and the
aromatic reactions in baseline mechanisms are givdable A-4 and Table A-5 in the Supplementary
Materials section of this report. All the aromatactions and rate parameters that affect onlypbase
species, and all the reactions of the non-aronsgiécies, are the same as in the mechanism given by
Carter and Heo (2012).

Summary of Alternative M echanisms

Table 8 lists the alternative mechanisms that wetamined whose calculation results are
described in this report These were examined ih ¢afulations with m-xylene and the selected
representative phenolic compounds to evaluate wsdgtlof assumptions and partitioning coefficienpYK
values was most consistent with the chamber dathf@adetermine what is the most appropriate fer us
for the baseline mechanism. These alternative nmésing are summarized below.

Mechanism "A": Baseline mechanism. This is the naecsm selected as the recommended
mechanism developed for this project because tieenatives examined either showed worse biases or
other problems, or gave similar results. However dscussed in the Mechanism Evaluation Results
section, below, this mechanism is not without Baaed problems, and clearly significant room for
further improvement exists. Furthermore, as disstidselow this mechanism did not have the lowest
overall errors, though the mechanism with somevitnaer error was rejected because of greater bias
problems (see the first section in the Mechanisrali&ation Results section for definitions of biaslan
error as used in this report). The yields and (wsihtases) the partitioning coefficients for thedelo
species representing SOA formation processes warreed based on results of test calculations for m-
xylene and the representative phenolic compoundagiho-cresol, and 2,4-dimethylphenol as discussed
below. The one exception to this was the partitigncoefficient for the condensable hydroperoxide
formed from the phenolic compounds, RAOOHp, whidsvassumed to be non-volatile because of lack
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Table 8. List of SOA mechanisms that are discugsehis report, their partitioning coefficients,
and the yield parameters used in the sensitiviigutations.

Partitioning Coefficients Yield Parameters for
ID Description (m/ug) [a] m-Xylene [b]

(P1)  (p2,p3) (P2p, P3p) Y°(P1) Yy(P2)  Y(p3)
A Baseline Mechanism 0.1 0.04 0.03 32% - 7.0%
B Non-volatile CNDp2p n/a [c] Nvol n/a [c]
C Low KpRAOOH 0.02 0.04 0.03 98% - 7.3%
D Nor-volatile KpRAOOH Nvol 0.04 0.03 12% - 4.7%
E Low KpCNDp2 0.1 0.02 0.03 17% - 9.3%
F High KpCNDp2 0.1 0.1 0.03 22% - 3.3%
G Process (p2) instead of (p3) 0.1 0.04 0.03 32% 6.0% -
H SOA from NQ (p2pN, p3pN) 0.1 0.04 0.03 32% - 4.5%
I Wall Absorption of Semi-Volatiles 0.1 0.04 0.03 28% - 14.0%

[a] Processes indicated in Figure 24 that arectdfteby the partitioning coefficient are indicaiadhe
column header. The affected model species arellasvéo (p1): RAOOH, (p2 or p3): CNDp2; (p2p
or p3p): CNDp2p. "NVol" means that the model specigas treated as non-volatile in the
simulations, or a Kp of 100 #ug, which gives essentially the same result as mdatile, was used.
Note that RAOOHp, the model species used to reptgsecess (plp) on Figure 24, is assumed to be
non-volatile in all the mechanisms, so it is naluded on the table.

[b] Yield parameters shown are as follows, where gihocesses are as indicated in Figure Z4p1):
Yield of RAOOH that gives best fits of model to S@Ata in the m-xylene experiments, relative to
RAOOH vyield in the gas-phase mechanism; y(p2): xpRield in the OH + m-xylene reaction;
y(p3): AFG3C yield in the m-xylene + OH reactiorhébe parameters were derived by minimizing
average biases in model simulations of PM voluméhian m-xylene - NQ and m-xylene - kD,
chamber experiments. Predictions of SOA formationtie m-xylene - KD, experiments were
primarily sensitive to yrel(pl) but were also afestby y(p3) in the "C" and "D" mechanisms, while
the SOA in the aromatic - NQuns were primarily affected by y(p2) and y(p3).

[c] Mechanism B was only used in simulations ofe&kments with phenolic compounds.

of data to derive a specific value and becauseghi® adequate simulations of the data for phenolic
compounds. As shown on Table 8, the other partitgprroefficients used in the baseline mechanism
were 0.1 npg for RAOOH, 0.04 rifug for CNDp2 and 0.03 ffug for CNDp2p. All the other
mechanisms discussed below use the same partiicoefficients as this baseline mechanism except fo
the coefficient that was being varied, where ajyhlie.

Mechanism "B": Baseline with non-volatile CNDp2hi§ mechanism is used to show the effect
of using a higher partitioning coefficient for theodel species CNDp2p, which is used to represert SO
formation from phenolic compounds in the presericR@©,. The results are not highly sensitive to this
parameter, so an extreme assumption that CNDp2pnissolatile is used for the purposes of showirg th
sensitivity of the results to alternative assummiooncerning this parameter.

Mechanisms "C" and "D": Baseline mechanism with yirag hydroperoxide (RAOOH)
partitioning coefficients. These mechanisms werdu® determine the magnitude of KpRAOOH that
gave the least bias in the simulations of the nemgl- HO, experiments. Mechanism "C" used a low
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Table 9. List of parameters used to represent S@#fndtion from the reactions of aromatic
hydrocarbons.

Phenol Cresols Xylenols Catechols
(PHEN) (CRES) (XYNL) (CATL)

Baseline mechanisms (KpCNDp2p = 0.03 m3/mq) (Meismas A and C-G)

Compound Yield and Process

Yield of yRAOOHp in the OH reactions (p1p) 2% 4% %1 -
Yield of CNDp2p in the OH reactions (p3p) - - - 33%
Yield of xCNDp2p in the OH reactions (p2p) - 10% %2 -
Mechanism with non-volatile CNDp2p (B)
Yield of yRAOOHp in the OH reactions (p1p) 1% 4% %3 -
Yield of CNDp2p in the OH reactions (p3p) - - - 20%
Yield of xCNDp2p in the OH reactions (p2p) - 10% %40 -
Mechanism with SOA from Both OH and N® Phenols and Catechols (H)
Yield of yRAOOHp in the OH, N@reactions (plp, p1pN) 4% 5% 20% -
Yield of CNDp2p in the OH, N@reactions (p3p, p3pN) - - - 27%
Yield of xCNDp2p in the OH, N@reactions (p2p, p2pN) - 10% 14% -
Mechanism with Wall Absorption of Semi-Volatile$ (I
Yield of yRAOOHp in the OH reactions (p1p) 3% 3% %8 -
Yield of CNDp2p in the OH reactions (p3p) - - - 45%
Yield of xCNDp2p in the OH reactions (p2p) - 9% 11% -

[a] These yield parameters were derived by minimgibiases in model simulations of the phenol .NO
phenol - HO,, o-cresol - N@, o-cresol - HO,, 2,4-dimethylphenol - NQ and 2,4-dimethylphenol -
H,O, chamber experiments. The yield parameter for p®¢p3p) from catechols was derived from
simulations of the phenol -8, experiments because assuming any SOA from the ptbeesses
results in overprediction of SOA when modeling thasns in models with no biases in simulations of
SOA from the phenol - NQOexperiments. The yields for (plp) for the o-creaod the 2,4-
dimethylphenol were then increased as needed tolaienthe SOA vyields in the B, experiments
with these compounds, and the yields for (p2p) wieea adjusted to simulate SOA in the phenolic -
NO, experiments.

value of 0.02 ripg for this parameter, which is the same as thavetusing the 1-product analysis of
the m-xylene - HO, experiments as discussed in the experimentaltseseattion, above. The yields of
RAOOH from m-xylene that fit the SOA data are thens as predicted using the gas-phase mechanism,
making this mechanism highly chemically reasonadtiéeast for m-xylene. However, this may not be th
case for other VOCs, since as shown on Table BORBOOH yields that fit the data in the baseline
mechanism relative to the predicted gas-phase detediee low for m-xylene compared to other aromatic
hydrocarbons. An adjusted RAOOH yield that is higlan the predicted gas-phase value seems to be
less chemically reasonable to us than one thatwerl In addition, using this low Kp value resulted
much more scatter and more biases in the simuktbthe m-xylene experiments than was the case for
the mechanism that used the higher Kp values foDQA. Mechanism "D" examined the other extreme
and assumed that RAOOH is non-voldtilas discussed below, this mechanism actually gieesewhat
lower average model errors than the baseline méxhabut it also has significantly larger biasesjts

% The calculations actually used a partitioning fiot of 100 ni/ug, which is sufficiently high that the
it gave the same result. This is also applicabMéchanism F.
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was not adopted for this reason. It was foundubatg the Kp value of 0.1 ¥#ug fit the data with smaller
overall biases and only slightly larger averagerethan the non-volatiie RAOOH mechanism, so this
value was adopted for use in the baseline mechahismever, the simulations were not highly sensitiv
to changes in this parameter, so the exact vale@ insthe model is somewhat arbitrary.

Mechanisms "E" and "F": Mechanisms with varying KfIOp2. These mechanisms are used to
show the effects of using different partitioningefficients for the CNDp2 model species that is used
represent SOA formation from aromatic hydrocarbmonghe presence of NChat is not attributed to
reactions of phenolic compounds. Mechanism "E" wséxlv value of 0.02 ffug, while Mechanism "F"
assumed that CNDp2 was non-volatile. Both of thesehanism had somewhat more biases than the
mechanism using KpCNDp2 = 0.1%mg, so the latter was used for the baseline. Howea®rwith
KpRAOOH, the simulations were not highly sensitit@ changes in this parameter so the most
appropriate value is highly uncertain.

Mechanism "G": Process (p2) is used in place ofgge (p3). This alternative mechanism is used
to examine use of a different type of process twawt for SOA formation from aromatic hydrocarbons
in the presence of NCthat cannot be attributed to reactions of phenotimpounds. The baseline
mechanism represents this using process (p3), whathanism G represents this using process (p2). As
discussed above, both represent SOA formationNS,adependent process, but (p2) represents this as a
primary process, while (p3) represents this asretany reaction of an aromatic ring-opening product.
The same CNDp2 model species and the same Kp aaduased for both alternatives because the test
calculation results did not indicate that it neetietie re-optimized. The test calculations discdissdow
indicate that the two alternatives simulate theretic - NQ, and aromatic - kD, data about equally
well, but using process (p3) instead of (p2) resultsomewhat less bias in the simulations of SOthé
aromatic - NQ experiments with added CO or other VOC. For thaspn, process (p3) rather than (p2) is
used in the baseline mechanism.

Mechanism "H": Processes (p2pN) and (p3pN), reptese SOA formation from reactions of
phenols and catechols with N@lso occur. This alternative mechanism assunastie yields of SOA
from the reactions of Ngradicals with the phenolic or catechol model speeire the same as used in the
baseline mechanism for the corresponding OH reaciibis differs from the baseline mechanism in that
the baseline assumes that SOA from thesg M@ical reactions is not important. The test dalbons
indicate that simulations of SOA formation in tHeepolic - NQ experiments are relatively insensitive to
assumptions concerning these f@actions, with the yield parameters that fit deta for these
experiments not being significantly different tithose that fit the data using the baseline mecha(ise
Table 9). However, Table 8 shows that the yielcdapeaters that fit the data for the aromatic hydrooar
- NO, experiments are significantly affected, with thiel¢ for process (p2) being ~36% lower for
Mechanism H compared to the baseline mechanisns. i$hiecause the reactions of N@th phenolics
are more important in the aromatic hydrocarbon expnts because of the higher levels of N@dicals
formed in most cases. Mechanism H fit the resulte@aromatic - NQand aromatic - D, experiments
about as well as the baseline mechanism, but gistemtly overpredicted SOA yields from the aromati
NO, experiments with added CO or other VOC, regardbéésghat assumptions are made concerning the
partitioning coefficients or the other processas. that reason, SOA formation from the phenolic @;N
reactions are not included in the baseline mechanis

Mechanism "I": Wall absorption of semi-volatileshi$ alternative mechanism used the same
formulation and partitioning coefficients as theséiine mechanism (A), but differed from the baselin
mechanism because a different chamber wall modslusad when deriving the best fit yield parameters
using the chamber data. As discussed above indti@Bos on modeling methods and the treatment of
absorption and desorption of organics from the diemwalls, the chamber model employed for most of
the mechanism evaluation calculations in this wagsumed that assumed that absorption of semi-
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volatiles on the wall was not important. Howeves, dssess the sensitivity of the mechanism and
evaluation results to this assumption, mechani$mvak optimized and evaluated using a chamber model
assuming that wall absorption of low volatility cpounds in the gas phase was non-negligible.

As discussed in the section on modeling PM fornmatmondensation of semi-volatiles on the
walls is represented by the reaction

CND1 -, (CND1 on walls) k=WallCond (5)

where "CND1" represents any gas-phase condensadbees and "WallCond" is a parameter specifying
its rate constant, which is assumed to be zeroast wf the chamber simulations in this work. Howeve
the baseline chamber model does assume that pargjolto the walls, as represented by

pmCND1 - (CND1 on walls) k = PMwall (4)

where "pmCND1" represents the condensable spetitwiparticle phase, and "PMwall" is the particle
wall loss rate that is derived from the particlentier data for each experiment. As discussed altloige,
particle wall loss rate is significant, averaging # 10° min™ (~25%/hour) for the mechanism evaluation
experiments in this work. Mechanism "I" is optimdzand evaluated based on assuming the absorption
for condensation of condensable gas-phase spetidseowalls occurs at about the same rate as foss o
particles on the walls, i.e., that WallCond = PMwa#t.2 x 10° min™. Desorption of the species from the
walls is assumed to be negligible in these calmrat and the same net loss rate is assumed for all
condensable model species (RAOOH, CNDpl, RAOOHp,DEYp, and CNDW) regardless of
partitioning coefficient. This is clearly a simpdi&ition, but is useful for the purpose of a prefiary
assessment of the sensitivity of the mechanismfiémnative assumptions concerning wall condensatio

The evaluation results using this wall model aszassed in the following section. It was found
that the final SOA yields in the experiments wiltle representative phenolic compounds and m-xylene
could be simulated equally well with using this Walodel, but it requires use of different SOA yield
parameters to fit the data. The yield parameterdesived are shown on Table 9 for the phenols and o
Table 8 for m-xylene (as parameters for Mechanigmwere they can be compared with those for the
baseline mechanism (A). However, using this walbtlei@lso predicted that the PM volumes at the later
stages in most experiments decline at much faates than the PM numbers, which is not consistéht w
the experimental data. Based on this, we conchualeitcondensable species are being lost to this vita
is must be at a slower rate than the loss of pestic

Other Mechanisms. These were not the only altematiechanisms that were examined in this
work, though calculations or effects of using othrexchanisms are not shown either because they were
very similar to the results shown below or the nigaformance was significantly worse. A number of
additional calculations were done using differeambinations of the parameters varied in the above
mechanisms, but the results were generally sintol#nose discussed above.

SOA Yidd Parameters and Predicted Process Contributionsfor the Baseline M echanism

The SOA yield parameter for processes (pl) (the RAGield) and (p3) (CNDp2 yield) for the
baseline mechanism were derived for the 14 aronhgticocarbons studied. This was done by adjusting
the yields for these two processes to minimizeatherage biases in the model simulations of the atiom
- NO, runs and the aromatic 8, experiments, in the same manner as employed foyleme in all the
alternative mechanisms. Although in principle itulb be possible to derive parameters to give zero
average biases, in practice the optimization wagpgld when the magnitude of the biases were less th
10%, since fine-tuning beyond this point was ndgjed to be meaningful given the run-to-run varigbil
and the uncertainties in the mechanisms. Note dht the yield parameters for (pl) and (p3) were
adjusted for the individual VOCs; the partitioniogefficients and the yield parameters for the phieno
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products (plp), (p2p), and (p3p) were not changedse were held constant at the values derivedibase
on our analysis of the tests simulations conduagsag the phenol, o-cresol, 2,4-dimethyl phenotl an
xylene experiments.

The yield parameters in the baseline mechanisnthiorl4 aromatic hydrocarbons are given on
Table 10, and they are also compared graphicallyFignre 25. The condensable hydroperoxide (pl)
yields ranged from a low of 18% for toluene and 2f@¥op-xylene to a high of 48% for ethylbenzene,
with an average of 310%. Note, however, that condensable hydroperoyield parameter for toluene
was highly uncertain because of limited and incstesit data for the toluene »® experiments. The
CNDp?2 yield (p3) was more variable, ranging frotowa of ~4% for p-ethyl toluene to ~10% for benzene
and o-ethyl toluene, with an average a2%. There was no obvious correlation with the siz¢he
molecule, but except for the relatively low (p3&lg value for p-ethyltoluene, the parameters fomisric
compounds with similar structures were generaltyilsi.

It should be pointed out that except for benzereileld parameters were derived using the
version of the mechanism where the OH levels wdjasted to force the model to predict the observed
amount of aromatic reacting. This was necessargvtdd compensating errors because the gas-phase
mechanism tends to underpredict OH levels whenlaiing aromatic - NQexperiments. However, this
adjustment was not done when deriving the paramétebenzene because benzene reacts too slowly for
the OH radical levels to be determined with acdaptgrecision. Thus it is possible that the yield
parameters for benzene, especially for the prog@3sthat is important in affecting SOA in the pese
of NO,, may be biased low for this compound. Since tI8) yeeld for benzene was in the high range of
those for the other aromatics, this means thagit im fact be the highest.

Table 10 and Figure 25 also show the yields ofhydroperoxide predicted to be formed from
the aromatic + OH + 2 O2 + HQeactions in the gas-phase mechanism, which isupred to be
condensable. In all cases the RAOOH vyield thahBtSOA data in the aromatic -,® experiments was
less than that predicted by the gas-phase mechanigithe ratio of SOA-fit to gas-phase-predicted
RAOOH ranging from a low of ~30% for m- and p-xyerto a high of ~80-90% for toluene and
ethylbenzene. The correlation between the SOAAfit the gas-phase-predicted RAOOH values was only
~20%, and the ratios of these two were actually esainat more variable than the SOA fit yields
themselves. Therefore, the yield of RAOOH predidigdhe gas-phase mechanism does not necessarily
predict the yield that best fits the SOA data.

Figure 26 shows the average relative contributtorS8OA formation of the various SOA forming
processes in the baseline mechanisms for all th€s/Dat were studied. Separate plots are givethér
aromatic - NQ, aromatic - HO, and aromatic - NO+ added VOC runs (for those VOCs where there are
more than one such run). Process (p3) is prediotbd the most important source of SOA in the at@ma
- NO, experiments, with primary hydroperoxide format{pd) and SOA from phenolics being next most
important, except for the trimethylbenzenes whaee ghenolics are not important because of their low
yields in the gas-phase reactions. Although then&bion of hydroperoxides (pl and plp) is suppressed
by the presence of NQOit can be nonnegligible in the N@xperiments with higher aromatic / N@&tios
because most of the N@ consumed by the end of the experiments.

Hydroperoxide formation is predicted to be the m&®A forming process in the aromatic -
H,O, experiments, with primary hydroperoxides (pl) lgemore important than hydroperoxides from
phenols (plp) except for benzene. However, exaapthe trimethylbenzenes, SOA formation from the
NO,-independent reactions of the phenolics is alsadipied to be non-negligible. The baseline
mechanism assumes that these,Ndependent reactions are all reactions of catecfprocess p3p),
though the possibility that much or all of this n@yme from other reactions of phenols (processqwp
Figure 24) cannot be ruled out, since assumingstiosild fit the data equally well.
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Table 10.

Summary of SOA vyield parameters for mdh@atic hydrocarbons studied for this project.
The yield of RAOOH predicted by the gas-phase meishais also shown.

Compound or Species

Yield Parameters (molar) [a]
Gas-Phase  SOA Fit SOA/Pred. SOA Fit

RAOOH RAOOH RAOOH, CNDp2
y(p1) y*(p1)  y(p3) [b]
Benzene 34% 15% 44% 10.0%
Toluene 61% 18% [c] 30% [c] 9.0%
Ethyl Benzene 53% 51% 95% 3.1%
n-Propyl Benzene 38% 33% 88% 6.2%
Isopropyl Benzene 58% 32% 55% 4.5%
m-Xylene 65% 21% 32% 7.0%
o-Xylene 76% 29% 38% 4.9%
p-Xylene 66% 20% 30% 4.9%
m-Ethyl Toluene 63% 31% 49% 7.5%
o-Ethyl Toluene 70% 26% 38% 10.2%
p-Ethyl Toluene 64% 29% 45% 4.3%
1,2,3-Trimethyl Benzene 84% 48% 57% 7.5%
1,2,4-Trimethyl Benzene 66% 35% 53% 7.8%
1,3,5-Trimethyl Benzene 73% 37% 50% 57%
Lumped Species ARO1 [d] 57% 23% 41% 7.8%
Lumped Species ARO?2 [d] 70% 30% 43% 6.4%

[a]

[b]

[c]

[d]

"SOA Fit" parameters are those derived to min@rbiases in model simulations of
the aromatic - NQ and aromatic - FD, experiments with those compound. The
model species used in the mechanism and the priicassesponds to on Figure 24
are also shown. "Gas-Phase RAOOH" refers to RAO@il yredicted by the gas-
phase mechanism (Carter and Heo, 2012) if it isuraed that all of the
hydroperoxides formed from the reaction of the atior OH + 2 Q adduct peroxy
radical with HQ. "SOA/Pred. RAOOH is the ratio of the RAOOH yiglht fits the
SOA data to the yield predicted in the gas-phasehar@sm.

These are actually yields of the model spedddaG3C, which reacts to form
XCNDp2 (which forms CNDp2 in the presence of N@ith 100% vyield in the
aromatic + OH reaction.

This is uncertain because of the limited numbgthe toluene - KD, experiments
gave inconsistent results. In this case, the RAQ@HY parameter was derived to
minimize biases on the toluene + N® added VOC experiments, which are also
sensitive to this parameter and gave more consistsalts.

Parameters for these lumped aromatic modelisperere derived as discussed in the
"Condensed Mechanism for Airshed Models" sectiap\.
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OGas-Phase RAOOH B SOA Fit RAOOH (p1) O SOA Fit CNDp2 (p3)
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Figure 25. Comparison of RAOOH and CNDp2 model sgseyield parameters that fit the data for

the various aromatic hydrocarbons using the basetiechanism. Parameters derived for
the lumped aromatic species for airshed modelalaceshown.

Figure 27 shows the relative contributions of S@Arfation from the reactions of the phenolic
products to SOA formation from the aromatic hydrboas. Note that this is phenol (PHEN) in the case
of benzene, cresols (CRES) in the case of toluand, xylenols (XYNL) in the case of the other
compounds. The contributions of the phenols aréherorder of 15-45% for most compounds except for
benzene and the trimethylbenzenes, and tend torilarsin the NQ and HO, experiments. In the case
of benzene, which has a relatively high phenoldyiphenol contributes about 2/3 of the SOA vyielthia
H,O, experiments, but its contribution in the Néxperiments is similar to that for the mono arealkyil
benzenes. The contributions of phenolics are lowhatrimethylbenzene experiments because of their
low yields in the gas-phase mechanism. In any ctee,baseline model predicts that while SOA
formation from phenolic products is important foll & OCs studied except perhaps for the
trimethylbenzenes, SOA formation from primary réats or reactions of other aromatic products also
must be taken into account.
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Figure 26. Average relative contributions of vasgoBOA-forming model species in the model
simulations of the various aromatic hydrocarborth wie baseline mechanism.
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Figure 27. Relative contributions of reactions ld phenolic products to SOA formation from the

aromatic hydrocarbons.

Figure 26 also shows the relative importance of whgous SOA forming processes in the
baseline mechanism to SOA formation calculatedttier experiments with the phenols. Note that the
baseline mechanism lumps primary SOA formation ftbm phenols themselves in the presence of NO
(process p2p) with secondary SOA formation fromriections of catechols in the presence or absence
of NO, (process p3p), so Figure 26 does not show theivelamportance of these. However, since
process (p2p) in the baseline mechanism assume&3Aheis from the reactions of peroxy radicals with
NO only process (p3p) would be important in the phiendlH,O, experiments.

Figure 26 also shows the contributions to SOA fdromafor the aromatic - NOQexperiments
with added VOC for the two compounds, toluene anrgytane, where more than one such experiment
were carried out. In both cases, SOA formation floydroperoxides (pl) is relatively more important
and SOA formation from process (p3) is relativedgd important than in the experiments without the
added CO or VOC, though the difference is greatethie case of toluene. The relatively higher
importance of the hydroperoxide formation can ddbatted to added CO or VOC causing higher O
formation and NQconsumption rates, which would reduce the ov&i@lllevel required for process (p3)
and reduce the amount of time for O be consumed to levels where hydroperoxide faondecomes
important.

Condensed M echanismsfor Airshed Models

Although the 14 aromatic hydrocarbons studied iiig project represent all the possible@g
isomers, they are only a subset of the many typesramatic hydrocarbons that can be emitted into
ambient atmospheres. These various types of hydroea are not represented explicitly in most aidshe
models using the SAPRC mechanisms; instead theyegresented using the lumped aromatic species
ARO1 and ARO2. The model species AROL is used poesent all aromatic hydrocarbons that react
with OH radicals with rate constants less than1®@%ppm® min* (1.4 x 10" cn? molec' s%) at ~300K,
while ARO2 is used for those that react faster ttia. AROL represents primarily monoalkyl benzenes
such as toluene, ethylbenzene and propylbenzerele MRO2 represents primarily di- and poly-alkyl
benzenes such as xylenes and trimethylbenzenegarheneters for these lumped model species in the
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gas-phase mechanism are derived from weighted ge® i@t parameters for the specific compounds these
lumped species represent in a representative at¥@@ mixture (Carter, 2010a, Carter and Heo, 2012)
The representative mixture used for this purposthéncurrent mechanism is still the ambient mixture
used when calculating the Carter (1994) reactisitgles, and is based on an analysis by Jeffriat et
(1989) of urban ambient air measurements made hypéman (1986). The compounds used to derive the
ARO1 and ARO2 parameters, and their molar contigbstto each, are listed on Table 11.

Table 11 shows that deriving SOA vyield parametersARO1 and ARO2 requires SOA Yyield
parameters for additional compounds beyond the A8;Gromatics alkylbenzenes studied for these
project, with carbon numbers up ta,CExtrapolating the SOA yield parameters to compisunot
studied for this project is highly uncertain be@atise parameters were found to vary from compoand t
compound, and no clear relationships were foundvéxmt the molecular weight and structure of the
compounds and their SOA yield parameters. In pdetic one would expect that the SOA yields, and
therefore the yield parameters used to derive theoyld increase with the carbon number of the
aromatic, though the parameters for thedgcompounds listed on Table 10 indicate no suchr ¢ttead.

For the purpose for deriving at least highly appr@ate preliminary estimates of SOA yield
parameters for ARO1 and ARO2, we estimate the ypaldameters for the unstudied, higher molecular
weight compounds, as follows:

* The yield parameters used for the monoalkylbenzémesspecies lumped with ARO1) are the
averages of §(pl) and y(p3) values listed on Table 10 for etbpitene and the two

Table 11. Relative contributions of the aromatimpounds used to derive the parameters for the
lumped aromatic model species ARO1 and ARO2

Group and Compound :;/:ZI;' Group and Compound :;/:ZI;'

Compounds Lumped as ARO1 ARO2 Compounds (continued)
Toluene 75% 1,2,4-C10 trisubstituted benzenes 6%
Ethyl Benzene 10% 1,2,3-C10 trisubstituted bengzene 4%
C11 Monosubstituted Benzenes 5% 1,3,5-C10 trigubest benzenes 2%
n-Propyl Benzene 4% m-C10 disubstituted benzenes % 2
C10 Monosubstituted Benzenes 3% 0-C10 disubdtitoemzenes 2%
Isopropyl Benzene (cumene) 2% p-C10 disubstitbertzenes 2%
t-Butyl Benzene 0.7% 1-methyl-4-isopropylbenzene % 2
C12 Monosubstituted Benzenes 0.2% m-C11 disubstituted benzenes 0.40%

1,3,5-C12 trisubstituted benzenes  0.30%

Compounds Lumped as ARO? m-C12 disubstituted benzenes 0.20%
m-Xylene 13% p-C12 disubstituted benzenes 0.20%
p-Xylene 13% 1,2,4-C11 trisubstituted benzenes 0%.2
0-Xylene 11% 1,2,3-C11 trisubstituted benzenes 0%.2
1,2,3-Trimethyl Benzene 9% 1,3,5-C11 trisubstdutenzenes  0.20%
1,3,5-Trimethyl Benzene 9% 1,2,4-C12 trisubstidutenzenes  0.12%
1,2,4-Trimethyl benzene 5% 1,2,3-C12 trisubstduienzenes  0.12%
m-Ethyl Toluene 5% 0-C11 disubstituted benzenes  10%.
o-Ethyl Toluene 5% p-C11 disubstituted benzenes  10%.
p-Ethyl Toluene 5% 0-C12 disubstituted benzenes  06%.
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propylbenzenes, each weighted equally, multipligdabmolecular weight factor derived as
discussed below. The averages (without moleculdgheactors) for these are ¥80% for
y*(p1), and 1.80.6% for y(p3).

» The yield parameters used for the species lump&ddARO2 are the averages of those for all of
the xylenes, ethylbenzenes, and trimethylbenzeeash weighted equally, multiplied by a
molecular weight factor derived as discussed belbie averages (without molecular weight
factors) for these are #8% for y*(p1), and 3.31.8% for y(p2).

* For each compound the estimated yield is correoyea molecular weight factor that is the ratio
of the molecular weight of the compound to the agermolecular weight of the compounds
whose parameters were averaged to derive the ésiraa discussed above. Although this linear
correction obviously oversimplifies the dependent&OA yields on the molecular weights of
the compounds, at least it takes into accountdbethat the higher molecular weights result in
more mass of PM formed, even if the molar yieldsthe same. This type of correction is needed
because the model uses the same model speciesrdernsed products from all compounds,
regardless of their molecular weights.

The SOA yield parameters derived using this methad included with the list of SOA vyield
parameters for the individual compounds studie@iahle 10. Note that thé®p1) values are higher than
the averages for the compounds from which they wWerered because of the use of the molecular weight
factor. Nevertheless, the values of these paraméerARO1 and ARO2 are within the range of those
derived for the individual compounds listed on thigle.
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MECHANISM EVALUATION RESULTS

Summary of Evaluation Methods and Metrics

The performance of the mechanism in simulating S@#nation in the chamber experiments is
evaluated by comparing experimental and calculatddes of the PM volume measurements corrected
for losses of particles on the walls. Therefordes® indicated otherwise, whenever we reference "PM
formed" or "SOA formed" in this section we mean Rdlume corrected for wall losseg he use of wall-
loss-corrected PM values is considered appropbatause it represents the full amount of SOA formed
as predicted by the model, because it is usedeabahis for the Odum-type empirical models that are
widely used, and because it simplifies evaluatidrecause the final and maximum corrected
concentrations are generally the same. The metked to correct for wall losses is discussed above i
the subsection on particle wall loss charactepain the "Experimental and Characterization Re5ult
section of this report. Note that using the uncude@ wall loss does not reduce the sensitivityhef t
evaluation results to the particle wall loss rateghe experiment — it just makes the model results
sensitive to this parameter rather than the expmarial data against which the model is compared.

In this work we compare experimental and calcul&®tvolume values by plotting them against
each other, using tabulations or plots of modedrerfor individual experiments, or by using tabigias
or plots of average biases or errors for groupsimilar experiments. Unless indicated otherwise, th
guantities used are the PM volume measured or letdgcufor the last hour of the experiment. For this
purpose, the model bias, model error, average aiasthe average error are defined as follows:

Model Bias = (Model - Experimental) / Average (MdbdExperimental) (IX)
Model Error = Abs (Model - Experimental) / Avera@@odel, Experimental) (X)
Overall or Average Bias = Average over experiméhtsdel Bias in experiment) (X0
Overall or Average Error =Average over experimdéhedel Error in experiment) (X1

where "Abs" means absolute value. Note that thfgiidien of model error is different than the more
commonly used definition where the denominatorhe experimentally measured quantity, not the
average of the experimental and modeled resules.ablove definition is preferred here because g9
symmetrical distribution of model errors in casésxtreme model underprediction or overprediction,
which is critical if the average biases are to beduas a basis for mechanism adjustments. In plantjc

by this definition the model errors can range betw#£200%, while by the more commonly used
definition the model error ranges from -100% to. A he two definitions approach the same value when
the magnitudes of the model errors are small. Ith ases, a negative value means the model is
underpredicting the quantity of interest, whileasiive value means that the model is overpredicitin
However, for this work the model errors tend to re&tively large, so use of a symmetrical error
guantification method is particularly important.

For the purpose of calculating average biasesrorseor labeling plots of results of individual
experiments, the experiments are grouped bothéwgrbimatic or phenolic compound studied and also by
the type of experiment. In most cases, the typexpériments are categorized as follows

$"PM" and "SOA" are used interchangeably becausb@PM present in the experiments is attributed t
SOA formation, though generally the term "PM" usedisn the context of the conditions of the
experiment while the term "SOA" is used in the eahbf the discussion of the mechanism.
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NO, Runs: Aromatic - NQirradiations
H,O, Runs: Aromatic - KD, irradiations
NO, + VOC Runs: Aromatic - NQirradiations with added CO or other
non-aromatic compoufid

where "Aromatic" can be either an aromatic hydrboarsuch as m-xylene or a phenolic test compound
such as o-cresol. This grouping is useful becasstawn in Figure 26 different reactions are e>qubtd

be important in the aromatic - NQuns than in the aromatic -,8, runs, and also because different
evaluation results were obtained in the aromatdOy runs with added VOCs. The N@& VOC runs
consisted primarily of m-xylene - NQOirradiations with added CO, ethane, propane, a#mit
formaldehyde, or ethanol, but a few added VOC earpmrts were also carried out for benzene and
toluene (see Table A-3 in the Supplementary Mdtef@r the reactants in the individual experiments)
The evaluation results were found not to depenaifsggntly on which compound was added as long as a
sufficient amount was added to have an effect ensiystem, so they are all grouped together for the
purpose of presenting model errors or average diaserrors. A few aromatic -.,B, experiments were
carried out with CO added, but the evaluation teswkre essentially the same as the aromatigO, H
runs without added reactants, so they are all lahtpgether in the presentation of the results.

For presentation of the results of some of the ¢ektulations using the m-xylene experiments,
the experiments are also grouped according to khéeRels observed in the experiments. This is done
order to assess the extent to which average baegesnd on the PM levels, since in some cases ¢t pl
of errors vs. PM had too much scatter for this depace on PM level to be evident. The groupings are
used such that there are approximately an equabeuaf experiments of a given type in each groume T
groupings used are as follows:

NO, Runs H,O, Runs
Range  ppLevels  Runs PM Levels  Runs
LowPM  <10pg/m® 17 <28ug/n® 11
Mid PM 10 - 20ug/n® 14 28 - 45ug/m® 11
High PM  >20pg/m® 19 >45ug/m® 11

Evaluations of Alter native M echanisms and Par ameters

A series of test calculations with a variety okafiative mechanisms were carried out in order to
determine the most appropriate model formulatioth set of partitioning coefficient values to use tioe
full set of experiments and VOCs studied. Thesaiged on the experiments with the representative
aromatic hydrocarbon m-xylene because by far thgetd number of experiments are available for this
compound, and the experiments represented the twalgge of conditions. It is assumed that mechanism
formulations and sets of Kp values that simulatesl mh-xylene data with the lowest overall biases and
errors would also be the most appropriate for tteroaromatic hydrocarbons, though it would be
expected that generally different yield parametesald be needed to fit the data for each compotihd.
alternative mechanisms and m-xylene parametersarsesimmarized on Table 8, above.

Test calculations were also carried out using iadtiive assumptions and Kp values for the model
species used to represent the reactions of theopbgmoducts. The experiments with o-cresol antt 2,
dimethyl phenol were used to evaluate the cresBHE) and xylenol (XYNL) mechanisms, respectively,
because these are considered as representatiVeadnide largest number of experiments. The altemat
phenolic mechanisms examined and the SOA parametedsare summarized on Table 9, above.

* Note that CO is considered to be a VOC for theppse of this discussion because its reactions have
similar effect on the results as the addition ef dlther compounds that were added.
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The results of the mechanism evaluation for theedrmnts with the other aromatic
hydrocarbons and phenolic isomers are presenteditathis report. These evaluations were donegusin
the baseline mechanism that was derived basedearshlts of the test calculations discussed below.

Effects of Varying the Volatility of the Condensable Phenolic Products

Figure 28 has plots showing the performance of tflezhanisms with different assumptions
concerning the volatility of the CNDp2p model smscthat is used to represent condensable compounds
formed when phenolic compounds or catechols raadhé presence of NOModel simulations of
experiments with the representative compounds phencresol, and 2,4-dimethylphenol are shown
because these were used as the basis for the gherethanism developed in this work. (Results of
baseline model simulations of the limited numberegperiments with the other phenolic isomers are
discussed in a later section.) The mechanisms wiessdts are shown on Figure 28 include the baselin
mechanism (A) that uses KpCNDp2p = 0.03py, and Mechanism B, which assumes that this model
species is non-volatile. Note that Mechanisms Gubh G are the same as A in the simulations ofethes
experiments, since they have the same mechanisnphémolic species. The yield parameters affecting
SOA formation from the phenolic compounds werew@gtito minimize errors in the simulations with the
respective compounds, and are given in Table Shasvn in Table 9, the yields that best fit the data
somewhat different between mechanism (A) and masima(B), though the hydroperoxide yields were
similar because both mechanisms assume that thegemxide model species (RAOOHp) is non-
volatile.

Figure 28 shows that the two sets of mechanisms vy similar predictions in terms of final
PM volume when the yield parameters are adjustednitumize biases in the model simulations.
Therefore, final SOA vyields in the experiments wittie phenols are not an adequate basis to as®ess th
appropriate partitioning parameter to use. Howetlex, mechanisms give different predictions of how
model error varies with the duration of the simolat with the mechanisms with the non-volatile
CNDp2p model species having a greater tendencyvépeedict SOA in the initial stages of the
experiment, at least for phenol and o-cresol. Basedhis, we use the higher volatility model forsth
model species in the baseline mechanism. Howeliermodel simulations are not very sensitive to
changes in this parameter, so the exact magnitse@ is somewhat arbitrary. It may be that a somewha
lower KpCNDp2p value gives slightly less bias ie gimulations of the early stages of the experigent
but the run-to-run scatter is such that furthee4ianing is probably not worthwhile. Further, whea
consider relatively large uncertainty in processdested to nucleation and particle growth during ¢arly
stages of the experiments (see the "Modeling PNhd&bion" subsection of the "Modeling Methods"
section), further adjusting KpCNDp2p based on tedggmance in the early hours of the experiments
may not be reliable.

As discussed above, we assume that the condertsabieperoxides formed in the reactions of
the phenolic compounds (RAOOHp) are non-volatile ggsumed that some condensable hydroperoxide
formation (2-5%, depending on the compound and thasleecessary for the models to simulate SOA
formation from phenol and o-cresol, and even m8223%) is necessary to fit SOA in the runs witd 2,
dimethylphenol (see Table 9). This results in thedline mechanism predicting that ~1/6 of the S®A i
from the hydroperoxide in the o-cresol ;@4 experiments, and more than half of the SOA is ftbm
hydroperoxide in the 2,4-dimethylphenol ;@4 runs (see Figure 26). It may be that the SOA fdiona
in the initial stages of these experiments wouldibaulated with somewhat less bias if a lower \litat
model were used for RAOOHDp, but given the otheremtainties and the fact that this reaction accounts
for no more than half the SOA from the phenolicd amuch less than that for the aromatic hydrocarpons
this fine-tuning was not done.
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Figure 28. Plots comparing model performance of akeline vs. [b] low-volatility CNDp2p

mechanisms for SOA predictions for runs with pheoadresol, and 2,4-dimethyl phenol.
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Effects of Alternative Assumptions Concer ning Hydroper oxide Volatility

Figure 29 and Figure 30 show the performance irulsitmg SOA formation in the m-xylene
experiments with 3 versions of the baseline meamanwith varying values of the hydroperoxide
partitioning coefficient (KpRAOOH): 0.1 Ffug for baseline mechanism A, 0.03/pg for mechanism C,
and non-volatile RAOOH for mechanism B. Figure 2%eg plots of experimental vs. calculated and
model biases for the individual experiments and alsows how model biases vary with the final PM
volumes in the experiments. Figure 30 shows avenaggel biases and errors for the various types of
experiments, and also shows average model biaseggeriments with varying PM levels. The PM level
ranges used in Figure 30 are chosen so that therapproximately the same number of experiments in
the various ranges, as discussed above. The mexyerduct yield parameters used for these various
mechanisms are given in Table 8.

The mechanism with the lowest partitioning coeffiti of 0.02 nug appears to be the most
reasonable priori, both because that is the partitioning coefficigrgdicted by the 1-product model as
discussed above in the section on the experimesdalts, and also because the hydroperoxide yhald t
fits the data is close to that predicted usinggag-phase mechanism. However, this mechanism abes n
give the best performance in simulating the SOA dathe m-xylene experiments. Figure 29 shows that
this mechanism has the highest scatter in moddébnmeance in simulating the J@, experiments, and
Figure 30 shows that it has the highest overatirerin simulating all the types of runs, and alsoves
that it tends to underpredict SOA in theQd experiments with low PM levels, even though the
hydroperoxide yield was adjusted to minimize therage bias for all the experiments.

In terms of ability to simulate the results of timexylene - HO, experiments, the mechanism
with the least amount of error is the version @egumes that the hydroperoxides are non-volaiter&
29 shows that this model has the least amount atfescin the simulations of these experiments, and
Figure 30 shows that it has the lowest averagerkpwever, this mechanism does have greatersiase
than the other versions, with the model error @ shmulations of the D, experiments having a strong
dependence on the PM formed in the experimenth@srs on Figure 29 and Figure 30. In addition, this
mechanism has a higher bias towards overpredi@@g in the experiments with added CO or other
VOC, compared to the other two mechanisms. Thisedgnce, i.e., a tendency to increasingly
overpredict as the PM levels become low, is in direction expected for models with partitioning
coefficients that are too high.

The mechanism using a KoRAOOH value of 0¥y appears to be a reasonable compromise
considering the problems with the other alternatisikown. The average errors are between thoskdor t
low and high KpRAOOH alternatives, and the averagedel biases in the J, experiments are
approximately independent of the range of PM leyElgure 30). Therefore, it is somewhat less biased
and has a lower overall average model error tharidiv KpRAOOH option for the D, experiments
(Figure 30). For that reason, a KpRAOOH value df ©/ug was adopted for the baseline mechanism
used in this study.

Effects of Varying the Partitioning Coefficientsfor CNDp2

As discussed in Table 7, the model species CNDp2esl to represent the condensable product
formed in processes (p2) and (p3), which representphenolic SOA sources that can occur in the
presence of NQ Effects of using alternative values for the piming coefficient for this species are
shown on Figure 31 and Figure 32, which are analego Figure 29 and Figure 30 discussed above but
show the performance of models with different Kp@¥2Dvalues: KpCNDp2 = 0.02 g (mechanism
E), 0.04 n¥ug (baseline mechanism A), and 0.%/mg (mechanism F). Although the differences in the
model performance between these mechanisms arkanget the mechanism with KpCNDp2 of 0.04
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Figure 29. Plots comparing model performance oftraaisms with different KpRAOOH values for

SOA predictions for the m-xylene experiments.

m°/ug had somewhat less biases than the other two.Betihanisms E (with KpCNDp2 of 0.0Z/pg )

and F (with KpCNDp2 of 0.1 Pug) predicted a dependence of the model error ore®Bls for the NQ

experiments, with the dependence being in the dgpdisection as expected (see Figure 32). Thekpw
mechanism (E) had somewhat higher errors in thelations of the NQexperiments, while the high Kp
mechanism (F) had the lowest model errors for tlesgeeriments (see Figure 31), but the difference
between the mechanisms using KpCNDp2 of 0.84ugnand KpCNDp2 of 0.1 ffug was not large. The
mechanism with Kp of 0.04 #ug also had lower biases towards overpredicting $O#he experiments
with added CO or other VOC than those with the éigbr lower Kp's. Therefore, despite the slightly
larger average model errors compared to the higBN@p2 mechanism, the KpCNDp2 of 0.04/py
was selected for use in the baseline mechanism.
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Figure 30. Plots of average model biases and efworSOA predictions for m-xylene experiments

for model simulations with varying values of KpRABGIO

Effects of Alternative M echanismsfor Aromatic SOA Formation in the Presence of NO,

Figure 33 and Figure 34 show the effects of using alternative mechanisms concerning SOA
formation in the presence of N@ompared to the baseline mechanism. Mechanismg&) process (p2)
instead of (p3) for representing SOA formation froom-phenolic processes in the presence of, lMod
shows the effects of assuming that this,Mi@pendent, non-phenolic SOA source is due to gy
rather than a secondary reaction. Mechanism (Hgrdifrom the baseline mechanism in that it assumes
that SOA formation comes from the reactions of piercompounds with N®in equal yields as their
reactions with OH radicals, while the baseline nami$m assumes that SOA only comes from their OH
reactions.

The two alternative mechanisms give essentiallystmae results as the baseline mechanism in
simulating the results of the m-xylene - N&hd m-xylene - ED, experiments, as shown on both figures.
Therefore, modeling these experiments is not ussfuh basis for choosing between these alternatives
However, the results of the simulations of the erg - NQ experiments with added CO or other VOC
are significantly different with these alternativesith SOA formation in these experiments being
overpredicted to a much greater extent by theralteres compared to the baseline. This is showrt mos
clearly with the average bias plots on Figure 3#hdugh the baseline mechanism has a tendency to
somewhat overpredict SOA in these experiments, afittaverage bias of 260%, the average bias is
within the run-to-run scatter of the results. Therage biases for the mechanism using process (p2)
rather than (p3) is higher at ~#%, which is still within the scatter of the ddat more significant
statistically. For this reason, process (p3) islusstead of (p2) in the baseline mechanism. Tlezame
bias for the mechanism with SOA formation from ptién+ NO; reactions is much higher at -6%6%,
and similar biases are seen in other alternativeham@sms assuming that SOA formation comes from
these reactions. This is a significant bias thated outside the scatter of the data. For thisoea SOA
formation from the N@reactions is assumed to be insignificant in theeliae mechanism.
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Figure 31. Plots comparing model performance ofelias mechanisms with varying values of

KpCNDp2 for SOA predictions for the m-xylene expeents.

Evaluation of Possible Effects of Wall Absorption of Semi-Volatiles

The best fit parameters for the baseline and altem mechanisms were derived by fitting the
model simulations to the data with the model asagrthat absorption of gas-phase semi-volatile ggeci

on the walls is negligible. Since the validity dfig assumption is uncertain, Mechanism (I) was
developed using the same processes and partiticoeffcients as used in the baseline mechanistn, bu
with the best fit yield parameters were derivediasrag gas-phase condensable species are absorbed on
the walls as rapidly as the wall loss rates fotipas. Table 8 and Table 9 shows that this rediilte
different values for some of the yield parametetith the largest change being the yields for pre¢es)

(SOA formation from reactions of non-phenolic prot$un the presence of NJdncreasing by a factor of

two, and the yield for process (p3p) (Ni@dependent formation of SOA from catechols) iasiag by

36%. However, once the yield parameters are restaljuthe resulting calculations of final SOA level

on the experiments, using the same wall modelssad to derive the parameters, are relatively little
affected. This is shown on Figure 35, which showspof final PM volume levels calculated using
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Figure 32. Plots of average model biases and efoorSOA predictions for m-xylene experiments

for model simulations with varying values of KpCNDp

Mechanism (I) against those calculated using ttselbge mechanism. There is relatively little diéfece
except for some of the experiments with PM volugwels lower than ~10g/n?.

Despite the fact that the evaluation results aslpehe same, assuming wall absorption of the
gas-phase condensable species clearly has an effetite simulations because the optimized vyield
parameters are significantly different in some saas shown on Table 8 and Table 9. The importafice
the wall condensation for this model is also sh@nrFigure 35, which shows the ratios of condensable
materials calculated to go onto the walls due te~gall partitioning to the total amount of calcelat
condensed materials in the walls or the suspendditle phase. A clear relationship exists betwibén
fraction and the calculated amount of PM preseiguiieé 35), though the relationship is somewhat
different for the m-xylene - }D, experiments compared to the other types of ruagitidning of gas-
phase condenables onto the walls is calculatecetthé® major fate of SOA formed for the lower PM
experiments, and only becomes minor for experimeiitis final PM volume levels greater than about
100um?/cnr.

Although the mechanism derived assuming wall alisorf condensable gas-phase species can
simulate the final SOA yields, it does not give daimulations of the evolution of PM over time. 38
shown on Figure 36, which shows experimental atcltzed time plots for PM volume data for several
representative m-xylene - NQexperiments. The calculations assuming wall ahkiwrpmay give
approximately the same final PM levels as the lraselalculations, but predict much faster consuompti
of PM volume with time. Note that the particle wialss correction is calculated using PM number,data
which should not be affected by the growth or evapon of particles once the nucleation
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Figure 33. Plots comparing model performance otlx@s mechanisms with different assumptions

on SOA formation from non-phenolic processes ingtesence of NOfor the m-xylene
experiments.

process is complete. If no wall losses of gas-plpseies are assumed then the PM volume corremted f
particle wall losses would be expected to beconmstemt during the later stages of the experimentst
least not decline with time. Any evaporation frdme fparticles that occurs is countered by re-abisorpt
This is reasonably consistent with the experimedéah. The model assuming wall losses of gas-phase
species predict much faster declines of PM volunité time, caused by wall absorption of evaporated
semi-volatiles competing with their re-condensataorthe particles. The rate of PM volume consunmptio
predicted by assuming that wall losses of semititekaoccur at the same rate of particles, is tlear
much faster than experimentally observed. This mehat if wall absorption of gas-phase species is
occurring, it must be at a much lower rate tharvib# loss rate of particles.

89



O Baseline Mechanism (A) B Mechanism with (p2) (G) O Mechanism with SOA from NO3 (H)

100% -~

67% -

33% -+

0% ~

Average Model Bias or Error

-33% -

-67% -

--- Averages for NOx Runs --- --- Averages for H202 Runs --- NOx + VOC
Biases Avg. Biases Avg. Runs

Low Mid High All Error Low Mid High All Error Avg. Avg.

PM PM PM  Runs PM PM PM  Runs Bias Error

Figure 34. Plots of average model biases and efworSOA predictions for m-xylene experiments
for model simulations with varying assumptions alqmocesses (p2) and (p3) .
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Figure 35. (a) Plots of final PM volume calculatesing the wall absorption mechanism (I) against

the baseline mechanism. (b) Fractions of condeesabaterial calculated using
Mechanism (I) to go on the walls due to absorptibgas-phase condensables, relative to
the total final PM volume on the walls or the susped particle phase.
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Figure 36. Experimental and calculated time segiets for PM volume, showing calculations using
the baseline mechanism and the mechanism assuraihghgorption of gas-phase semi-
volatiles.

Effects of Varying Particle Size Parameters

As discussed in the Modeling Methods section, apogsults of model simulations of PM
formation are affected by parameters in the modetiuo calculate rates of absorption or condensafio
gas-phase condensable species onto particles. Disé uncertain parameter is probably the particle
radius, which varies from run to run and with tichering a run. Because this is not calculated by the
model, we use an empirical fit to derive the repngative particle radius at each hour since start o
irradiation from the total corrected amount of Pbnfied. The PM radius values predicted from this
empirical relationship are compared with the experitally measured values on Figure 4, where itbgan
seen that many experiments have much higher orlmagéus values than predicted by this relationship

Figure 37 shows the relative changes in the cakedifanal PM volume concentrations (corrected
for wall loses) resulting from using the "low lirhiand "high limit" curves on Figure 4 to calculdte
particle sizes from the calculated PM volumes. €heflect the lower and upper limits for particiees,
respectively; so the relative changes reflect tiffiects of varying the particle sizes within the
experimentally observed range. It can be seen ttletsensitivity to particle size is greatest foe th
experiments with lower levels of PM formation, thgbuthe sensitivity does not decrease as the PM
volume levels are reduced below 1% cnv. However, even for the lowest PM experiments ctienges
are less that10% in most cases. These are relatively small adsmogmpared to the other uncertainties,
and indicate that the results of the calculatiomsrent highly sensitive to the methods used tareds
particle sizes, as long as they give particle siz¢se range observed in the experiments.

91



15% - . - -
¢ High Limit Radius

10% - Bg O O Low Limit Radius

<
>
—f
=i
m|

0%

)
X
6 1
®
.

-10% -

-15% ~

Relative change in PM compared
to default Radius Calculation

-20% \ \ \
1 10 100 1000

Final Corrected PM Volume Calculated using the Baseline Mechanism (pm3/cm3)

Figure 37. Changes in final PM concentrations dated using the high and low limit PM radius
relationship relative to those using the default Ridius model for all the mechanism
evaluation experiments used in this work.

Effects of Varying Nucleation Rates

As also discussed in the Modeling Methods sectitrove, results of model simulations of PM
formation are also affected by the nucleation ratesd in the model. The simplified nucleation model
used in this work represents nucleation as bimédeceactions between the condensable model species
with rate constants that depend on the equilibrpartitioning coefficient (Kp) values assigned foet
model species. For non-volatile model speciesnti@eation rates are assumed to be a maximum value
of ~1C ppm* min™ (~6 x 10" cn? molec® s*). For the others, the nucleation rates are detenby the
ratio of Kp to the parameter MaxNucM. This paramsieecifies the Kp value where the nucleation rate
factor is 50% of the value for non-volatile spec{sse the discussion of the NC_CND parameters in
Table 2). The default value of MaxNucM, used incallculations in this work unless indicated othemyi
is 10 mi/ug, based on the objective of obtaining sufficientigh nucleation rates to promote PM
formation, but not too high to perturb the gas-pbetequilibrium. Table 12 shows the bimoleculalf-se
reaction nucleation rates for the various modetigsecalculated using the various values of MaxNucM
For the default model, the bimolecular self-reattiucleation rates for the volatile species rangenf
0.009 to 0.1 pprhmin™.

Effects of changing the nucleation rate parameterthe model simulations discussed in this
work are shown on Figure 38, which gives relativarges in final corrected PM levels with using
various MaxNucM values, relative to using the défaalue of 10 n¥ug. Figure 38 indicates that the
results are very sensitive to changes in MaxNucMmit is decreased below the default value of 0, i
when nucleation rate constants are increased @snslon Table 12). The sensitivity to nucleation
decreases as the amount of PM formation increhsesf the nucleation rates are high enough (as.,
when MaxNucMs 1 nf/ug), then even runs with relatively high PM levets aensitive to nucleation
rates. This is attributed to the nucleation reactperturbing the equilibrium partitioning when the
nucleation rate constants are sufficiently high. tBa other hand, the calculations become relatively
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Table 12. Nucleation rates calculated for the casdble model species in the baseline mechanism
for various values of the MaxNucM parameter.

Self-reaction nucleation rate constants (gpmnin™) for various

'\SASSSLS Process  Kp (m*/ug) values of the MaxNucM parameter¥pm)
1 3 10 (default) 30 100
RAOOH (p1) 0.1 8.3 1.0 0.10 0.011 1.0e-3
CNDp2 (p3) 0.04 15 0.17 0.016 1.8e-3 1.6e-4
RAOOHp (p1p) Non-volatile 1000 1000 1000 1000 1000
CNDp2P  (p2p,p3p) 0.03 0.85 0.10 0.009 1.0e-3 9.0e-5
CNDW Walls Non-volatile 1000 1000 1000 1000 1000
30% Some MaxNucleopoints are offscale (max=63%) o VN
8 ‘ . ”’ axNucivi=
% . * .’,0 A MaxNucM=3
= S . S ——MaxNucM=10 (default)
o 20% - .
.E¢Z>§ ’ A ”0”0 ’0’“:” o ! O MaxNucM=30
$2 ta a A“o ¢ 3, X MaxNucM=100
E3 10% - A
(ST L 4
o ©
e
© 5
€5 0% 3
5 R R D
8 X X X
-10% | : ‘
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Final Corrected PM Volume Calculated using the Baseline Mechanism (um3/cm3)
Figure 38. Changes in calculated final PM conceioima calculated various values of the

MaxNucM parameter relative to those using the defaucleation model for all the
mechanism evaluation experiments used in this work.

insensitive to nucleation rates when they are dse@ below the default value, as long as they are
sufficiently high for particle formation to begin.

The sensitivities to nucleation rates shown on @8 are consistent with the objective of using
nucleation rate parameters that are not so highthiest appear to perturb the partitioning equililomi but
are sufficiently high that the results of the c#dtions are not highly sensitive to the nucleation
parameters used. The low sensitivity to MaxNucM NtexNucM values greater than the default (i.e.,
lower nucleation rate constants for semi-volatjpedes) comes from the fact that when MaxNucM is
sufficiently high that all the nucleation is froreamvolatile species, including background PM attiéal
to the walls, and the nucleation rates for nontdelspecies are not sensitive to MaxNucM. Although
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Figure 38 shows relatively low sensitivities wheralucM is varied around the default value, the
appropriateness of the methods used to estimateuitieation rate constants in this work, and tloeeef
the nucleation rates that are calculated, is highlyertain.

Performance of Basdline SOA Mechanismsfor the Individual Compounds

The average model biases and errors for the baseladel predictions of SOA formation in the
aromatic - NQ and aromatic - kD, mechanism evaluation experiments are shown oneTaBland
Figure 39, and plots of selected mechanism evaluatisults for the individual VOCs are shown on
Figure A-3 through Figure A-13 in the Supplementkfaterials. Note that the average biases for the
aromatic - NQ and aromatic - D, experiments are low for most of the compounds leedhe SOA
yield parameters were optimized to minimize theissds. However, the parameters were not optimized
for m- and p-cresol or for 2,6- or 3.5-xylenol ar the experiments where CO or a second VOC was
added. The standard deviations of the biases amdtbrage errors give an indication of the overall
ability of the model to predict SOA formation inede experiments. The plots shown on Figure A-3
through Figure A-13, which show the quality of tfiss for the individual experiments, also give
indications of the overall performance of the mex$im and potential biases.

Overall, the model simulates SOA in most of theesipents within a factor of two, and the
average errors for most VOCs are on the order %5.50he averages of the average errors for the w&rio
compounds are £17% for the NQ runs and 4818% for the HO, runs, so they are nearly the same for
each type of run. The biases for the experimentis added CO or non-aromatic VOC are an independent
test of the mechanism, and indicate that althobghxylene runs of this type are simulated withtieddy
little bias, SOA is underpredicted in the benzen@G experiment and significantly overpredictedha t
toluene + ethane or propene experiments. The giaooy for the benzene + CO experiment may not be
significant because it is only one experiment, tmsistent results are observed for the four tauen
experiments with two different added VOCs.

In general, there are no compounds where the awdragtatistics are significantly better or
worse than the rest of the group, except for tlesarand dimethylphenol isomers for which the yield
parameters were not optimized. However, the plotsve on Figure A-3 through Figure A-13 indicate
that there are differences among the VOCs studigdrms of overall model performance and biases for
the various experiments, which in some cases magiugeto run to run variability or problems with
individual runs. The model performance issues gmetial considerations (where applicable) for the
various individual compounds are discussed below.

M-Xylene. We discuss m-xylene first because thgdar number of experiments have been
carried out using this compound and because it wgasl in the initial evaluations of the alternative
mechanisms as discussed above. The model perfoenwdnte baseline mechanism in simulating the
individual experiments has been shown previouslyigure 29 through Figure 34, and in the top pbfts
Figure A-6. In general, the baseline model simglatee m-xylene data overall with relatively small
biases, primarily because the yield and partitigrioefficient parameters have been adjusted tonmigei
these biases. Also, the model calculated yield Msf&med plots are reasonably consistent with the
experimental yield data, particularly for the®d experiments. However, the model calculated yiakla
function of PM formed for the NQexperiments are much less variable than are theremental data,
suggesting that the model may not be accountingafiothe factors affecting the variability of SOA
formation in the presence of NOrhere is significant run-to-run scatter overaiych more than is seen
when evaluating mechanisms for predictions of ozmee for example, Carter and Heo, 2012), but this
run-to-run scatter in PM fits is about the samealbthe aromatics studied.
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Table 13. Summary of average model biases andsefour predictions of final corrected PM
volumes for the simulations of the mechanism evanaexperiments using the baseline
mechanism.

NO, Runs HO, Runs Notes
Compound Bias Error Bias Error [a]
Benzene 3% +47% 31% 0%30% 22% 1
Toluene -3% + 50% 36% -132%86% 140% 2
Ethyl Benzene 0% * 39% 30% -1%679% 68%
n-Propyl Benzene 6% + 39% 28% -2063% 47%
Isopropyl Benzene 4% + 34% 26% -894.8% 41%
0-Xylene 6% + 52% 42% -1% 62% 42%
m-Xylene 6% * 54% 42% -2% 48% 36%
p-Xylene 2% + 71% 55% -6% 50% 41%
o-Ethyl Toluene 6% + 33% 27% 8%40% 35%
m-Ethyl Toluene 7% + 47% 25% 5%30% 22%
p-Ethyl Toluene 7% + 25% 22% -4%43% 37%
1,2,3-Trimethyl Benzene -1% + 60% 49% 2984% 60%
1,2,4-Trimethyl Benzene 7% + 73% 58% 187% 65%
1,3,5-Trimethyl Benzene 2% + 66% 53% 3%946% 39%
Phenol 1% £ 72% 51% -8%45% 36% 3
o-Cresol 1% + 32% 28% 3%17% 12% 1
m-Cresol 33% 16% 33% 45
p-Cresol -34% 25% 34% 45
2,4-Dimethyl Phenol 4% + 33% 27% 486 5% 13% 1
2,6-Dimethyl Phenol 66% 8% 66% 4,6
3,5-Dimethyl Phenol 114% 8% 114% 4,6
Benzene + CO -58% 58% 4.7
Toluene + 2nd VOC -3% + 110% 88% 4
m-Xylene + CO or VOC 25% + 60% 50% 4

[a] Notes are as follows:
1 The evaluations were carried out without adjgstive model for experimental OH levels

2 This high negative bias is due to the three twueHO, experiments that had relatively low PM
formation, and that were not used in the optimiratiecause their results were inconsistent with
the toluene - kD, experiment with PM levels in the normal range anth the toluene - NQ+
added VOC experiments. See the discussion of Hudtsefor the toluene experiments.

3 The evaluations using the phenol - N&periments were carried out without adjustingrticalel
for experimental OH levels.

The parameters were not optimized to minimizeds&or these experiments.
Mechanism based on that optimized for o-cresol

Mechanism based on that optimized for 2,4-dinlgthgnol.

Only a single experiment of this type was caroet

~N o o b~
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[a] Parameters not optimized to minimize biases for all the H,O, experiments (see text)
[b] Parameters not optimized to minimize biases for these experiments

Figure 39. Average biases and errors for the besetiodel simulations of SOA formation in the
aromatic - NQ and aromatic - D, experiments.
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Benzene. The model performance for the individwaiZgne experiments are shown on the top
set of plots on Figure A-3. Overall the qualityté fits is comparable to that shown and discuabede
for m-xylene, except that the scatter in the madétulated yields as a function of PM formed in K@,
experiments is comparable to that seen in the arpatal data. The plots of model biases and yie#ds
PM formed suggest that the model may be using t partitioning coefficients for the J@,
experiments, but this may not be the case for tBg ékperiments. Note that benzene differs from the
other aromatic hydrocarbons in that the model sitorh did not use adjusted OH levels to force the
model to correctly predict the amount of benzerscterd because benzene reacts too slowly for this
approach to be appropriate. This would not necigseaiuse greater model errors, but could cause
compensating errors in the SOA parameters that deiged. This is discussed further below.

Toluene. The model performance for the toluene ixmats are shown on the bottom set of
plots on Figure A-3. The quality of the fits forluene is not as good as those for the other VO@&s th
were studied for which yield parameters were seplralerived, despite the fact that th¥ Rirgest
number of experiments were carried out with thisnpound. The main problem with the toluene
experiments is the limited and inconsistent redoitshe toluene - D, experiments. Although 5 toluene
- H,O, experiments were carried out, 4 of those experisnbad relatively low PM formation (~12-14
um®cnr), much lower than the PM levels in the other aritnaH,O, experiments used for mechanism
evaluation. The amounts of PM formed in those o#ilnematic - HO, experiments could only be fit using
yield parameters that significantly overpredicté® tamounts of PM formed in the toluene Okl
experiment with the higher PM levels, and also ifigantly overpredicted PM in all the toluene - N®
added VOC experiments. Because of the greater tamntgrin modeling SOA in low PM runs, the 4
toluene - HO, experiments were not taken into account when ohgrithe yield parameters for toluene,
and the higher PM toluene -,8, experiment and the toluene - N® VOC experiments were used
instead. These parameters resulted in significaderprediction of PM in the low PM toluene &3
experiments, which is why these toluene ;OHexperiments have such a large negative average bia
(Table 13 and Figure 39). Note, however, that theene - NQ + VOC experiments also had low PM, so
modeling these experiments is also uncertain.

Because of this inconsistency with the toluengGitexperiments and the limited number of such
experiments with significant PM formation (well alo10um®cm’), the yield parameters for toluene,
especially the condensable hydroperoxide (pl) yietd significantly more uncertain than for theeoth
VOCs. Additional toluene - }0, experiments with higher toluene levels need teadeied out to reduce
this uncertainty.

Other Monoalkylbenzenes. The model performancesh®iG and G alkylbenzene compounds
are shown on Figure A-4 for ethylbenzene and nydrbenzene and on the top set of plots on Figue A-
for isopropyl benzenes. There is a relatively smathber of experiments for these compounds compared
to those discussed above, but the time dependdribe aodel errors for these compounds suggest that
the Kp values affecting the N@xperiments may be too low for these compoundseCthan that, the
data available do not clearly suggest that the atvenodel performances for these compounds are
qualitatively different than that for m-xylene.

0- and p-Xylenes. The model performance for o-xglenshown on the bottom set of plots on
Figure A-5 and that for p-xylene is shown on thdétdoo set of plots of Figure A-6. There may be a
dependence of the model bias in the p-xylene y N@s on the amount of PM formed, but this may be
just run-to-run variability. Otherwise, the dataagable do not suggest model performance issues for
these compounds that are different than those faylene and the &£ monoalkylbenzenes discussed
above.
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Ethyl Toluenes. The model performances for the laihyene isomers are shown on Figure A-7
for the o- and m- isomer, and on the top plotsigtife A-8 for p-ethyl toluene. Except for one pbbsi
anomalous m-ethyl toluene - NQ@un, the data available do not suggest model pednce issues for
these compounds that are different than those émt mther compounds discussed above.

Trimethylbenzenes. The model performances forriheethylbenzenes are shown on the bottom
plots of Figure A-8 and on Figure A-9. Although thember of runs and in some cases the range of
conditions are relatively limited and there is sauatter, overall the model performance is comparab
that seen for most of the other aromatic hydroaasband no obvious biases are seen.

Phenol. The performance of the baseline mechamssimulating the phenol experiments was
shown in the top left plots on Figure 28, abovel amore plots are shown on the top plots of FiguwE0A
Although the number of experiments is limited aneré is variability in the results, there doesayyear
to be large biases in the model predictions. Tieegegreater tendency for the model to underpreiod
in the initial stages of he N@xperiments, and the final PM in some N&periments with lower PM,
suggesting that the partitioning coefficients usethe model might be somewhat low.

Cresols. Most of the cresol experiments were comduasing o-cresol, though severalGA
experiments with m- and p-cresol were also carogtd The parameters in the mechanism were adjusted
to fit only the o-cresol experiments, so the sirtiales of the experiments with the other cresol ismn
provide a test of the assumption that these isohrs similar SOA forming potentials. The perforican
of the baseline mechanism in simulating the o-dresperiments was shown in the top middle plots on
Figure 28 and more plots are shown on the bottants pdf Figure A-10. The model performance in
simulating the o-cresol experiments is reasonablydgand there is no indication of significant b&ase
The model performance for the simulations of th®Hexperiments with the other cresol isomers is
shown on Figure A-11. The model tends to overpte8©A in the m-cresol - ¥, experiments and
underpredict SOA in the experiments with p-cregohbout the same amount. The biases for the m- and
p-isomers are within the range of variability ame toverall errors in the simulations of the o-cleso
experiments. If a single model species is to bel fiseall cresols, the fact that the biases foresol are
in the middle of those found for the other isomsuggests that an o-cresol mechanism may be an
appropriate surrogate for the cresols overall.

Xylenols. Most of the xylenol experiments were cociéd using 2,4-dimethylphenol, though
several HO, experiments with the 2,6- and 3,5- isomers wese ghrried out. The parameters in the
mechanism were adjusted to fit only the experimeavith the 2,4- isomers, so the simulations of the
experiments with the other isomers provide an irddpnt test of the mechanism. The performance of
the baseline mechanism in simulating the 2 4-digipttenol experiments was shown in the top right
plots on Figure 28 and more plots are shown ontdpeplots of Figure A-12. As with o-cresol, the
baseline mechanism simulates SOA formation in thgeements with 2,4-dimethylphenol reasonably
well. However, a mechanism adjusted to fit the datehe 2,4- isomer may not be a good surrogate fo
the other two xylenol isomers because the modeifsigntly overpredicts SOA in the B, experiments
with the other isomers, as shown on Figure 39 amdthe bottom plots of Figure A-12 (for 2,6-
dimethylphenol) and on Figure A-13 (for the 3,5-dthylphenol). Therefore, it is possible that the
lumped xylenol (XYNL) model species may be predigttoo much SOA in the absence of NOr the
xylenols overall.

Effects of Adjusting OH Radical Levels on Mechanism Evaluation Results

As discussed above, except for benzene the SOA anexh evaluation calculations for the
experiments with the aromatic hydrocarbons wereedoy adjusting OH levels to force the model to
predict the correct amount of the test aromatictieg during the experiment. This is necessarytmch
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compensating errors because gas-phase mechanidmttennderpredict OH levels in aromatic - NO
experiments, and therefore the amounts of aromedcting to form SOA. Figure 40 shows the average
model biases and errors in the simulations of S@rAnation for these compounds in model calculations
where the OH radical levels are not adjusted. Aseeted, the tendency of the model to underpredict
amounts of aromatic reacting in the aromatic -,N&periments causes the model to significantly
underpredict PM levels in these experiments whenQHl radicals are not adjusted. However, this ts no
a problem with the aromatic -,8, experiments, because the OH levels are deternginietarily by the
amount of injected pD,, whose photolysis serves as the major radicalceoinr these experiments.
Although the initial HO, concentration is not measured and had to be eddoased on the calculated
amounts injected, the low biases seen on Figursug@est that the initial J@, estimates used in the
model calculations are reasonably accurate, at ¢eethe average.

These results suggest that if the gas-phase methaiso underpredicts OH levels in benzene
experiments, then optimizing the SOA parameterdémzene using the unadjusted model will result in
SOA vyields for benzene relative to amounts of beazeacted that are too high. The importance sf thi
source of bias is difficult to assess because thgnitude of the OH underprediction in simulatiofis o
benzene experiments is unknown.

The OH adjustment was also not done for most oet#tperiments with the phenolic compounds
because they can also be consumed to a non-ndglaitent by reactions with NQadicals, at least in
experiments where NQs present. Figure 41 shows plots of model biasesmulations of the amounts
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NO, Runs H,O, Runs
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Figure 40. Average biases and errors for the ussslju baseline model simulations of SOA

formation in the aromatic hydrocarbon - Né&hd HO, experiments where the unadjusted
OH model was used.
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Figure 41. Average model errors for unadjusted rheitulations of amount of phenolic reactant

reacted in the phenol, o-cresol, and 2,4-dimethgmphexperiments.

of phenolic reacted in the experiments with thenalie compounds that were used for SOA mechanism
evaluation. It can be seen that except for the @hem,O, experiments where the amount of phenol
reacted is overpredicted by ~30%, the biases irsimeilations of the amounts of phenolic compound
reacted were relatively small, being less than 1bBts means that use of the unadjusted model igeder
the SOA parameters should not be a large problerthése experiments. It is unknown why the model
would tend to overpredict the amount of phenol tedn the phenol - }D, experiments, given the
reasonably good simulations of amounts reacted astrof the other aromatic -,8, experiments.
Because of this, and because consumption by reaetth NO; would not be important in the absence of
NO,, the adjusted model was also used in the mechagistuation simulations of the phenol ;04
experiments. This had an effect on the SOA parasdteth for phenol and for benzene, where at least
half of the SOA formed is predicted to come froraatens of phenol (see Figure 27). It does notcaffe
the predictions of SOA formation from the other gmmnds of which phenol is not a product in the
mechanism.
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DISCUSSION AND CONCLUSIONS

Discussion

Summary Project Accomplishments

This project made significant progress in addrgssghe objective of improving models for

predicting SOA formation from the reactions of aadim hydrocarbons in the atmosphere. Addressing
this required work in a number of areas, and tlemplishments of this project are summarized below.

A total of 158 dual reactor environmental chambegyegiments were carried out to provide data
needed for aromatic SOA mechanism developmentiergroject, using the state-of-the-science
UCR-EPA environmental chamber at our laboratoi@sthese 316 separate reactor irradiations,
40 (13%) were analyzed or modeled for chamber cheniaation purposes, 217 (69%) were
judged to be useful for SOA mechanism evaluatiod, the rest were judged not to be useful for
various reasons. The aromatic compounds studiebhded benzene all 13 of the;-C,
alkylbenzene isomers, and several representatierqgbic aromatic oxidation products.

The results of the mechanism evaluation and cheniaation experiments were combined with
results of experiments conducted previously in chamber, and their data and characterization
quality were screened for all runs to judge thaitability for mechanism evaluation. This effort
yielded a combined dataset of inputs and resut81& well-characterized and quality-assured
reactor irradiations useful for SOA mechanism eatiun and associated characterization runs.

The results of the 315 mechanism evaluation ex@isprovided experimental data on SOA
yields from the 14 aromatic hydrocarbons and 3asgmtative phenolic compounds in both the
presence and absence of N@ith additional data for 4 additional phenolicngmounds in the
absence of NQ These provide a dataset that can be used toapewld evaluate empirical
models for describing SOA formation from aromatics.

The characterization data were examined to devélepcharacterization input and chamber
effects models that are needed when evaluating améziins by conducting model simulations of
chamber data. We have previously developed chaizatien procedures and chamber effects
models for gas-phase mechanism evaluation, buttdaimethods for characterizing SOA-related
chamber effects had to be developed and evaluatethi§ project. This included characterizing
losses of particles to the walls, background plartiormation, and assessing reproducibility of
particle formation. The possibility of absorptiomdadesorption of condensable gas-phase species
on the walls was also considered.

Methods for modeling particle formation in chame&periments were developed and evaluated,
and their uncertainties were assessed. We adoptidetic approach to calculate rates of
condensation of gas-phase species onto existiriglparand to estimate rates of nucleation, and
an equilibrium approach was used to calculate ratlesvaporation from particles using
equilibrium partitioning coefficients for condensalspecies, which have to be specified as part
of the mechanism. Test calculations were conduttecssess the potential importance of
uncertainties in these approaches.

The recently-developed SAPRC-11 gas-phase aronragchanism (Carter and Heo, 2012) was
used as the starting point to develop a mecharesmuiation for predicting SOA formation from

aromatics. The model to represent SOA formation deagloped in this study by using a level of
detail similar to that used for the gas-phase maishg and using the minimum number of SOA-
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related parameters required to represent the mgjes of SOA-forming processes expected and
how they depend on conditions. The resulting mesharhas five different SOA formation
processes, represented using 11 new model sptwrieghich yields and partitioning coefficients
had to be estimated or derived based on simulatibtise chamber data. Two of these processes
and their corresponding parameters are associatbdeach of the 14 aromatic hydrocarbons
studied and three are associated with each ottiee tmodel species used to represent reactions
of phenolic products.

» Various alternative mechanism formulations, différealues of partition coefficients for the
model species representing the five SOA formingcesses, and alternative assumptions
concerning absorption of gas-phase species on Hils were examined in test calculations
simulating the experiments with selected represeetacompounds that had the most
comprehensive chamber data. The results of theuatah allowed us to select a baseline
mechanism that seemed to be chemically reasonabl¢cafit the available data with the least
bias.

* The baseline mechanism was used as the basistforizgtion of the two SOA yield parameters
that were adjusted separately for all of the ar@mmhydrocarbons and three representative
phenolic compounds that were studied. These wearé as the basis for estimating SOA-related
parameters for lumped aromatic model species ®iruairshed models.

» The baseline mechanism with the optimized SOA patara was evaluated by conducting model
simulations of the full set of SOA mechanism evtbra experiments developed for this and
previous projects. The model simulated the datenftbe aromatic - NOQand aromatic - kD,
runs without overall biases because they were a@uinto minimize these biases. More run-to-
run variability in model performance was seen i@ évaluation results than is generally seen in
ozone mechanism evaluations, and some potentidlyifisant biases were seen for some
compounds. However, the biases did not appear tsigrgficant for most of the compounds,
including m-xylene, the compound that was the mneas¢nsively studied, and whose mechanism
was used as the basis for the formulation of thehawisms for the other compounds.

Although the progress and accomplishments of thegept are significant, it is clear that this is
just the beginning of the process of developin@gbé predictive mechanisms to model SOA formation,
and additional work is needed. The scope of thg¢eptds limited to SOA formation from aromatic
hydrocarbons under dry conditions at a single teatpee and without other sources of PM or SOA
present other than a small amount of backgrounddB&1to wall effects. Clearly there are other sasirce
of SOA in the atmosphere, and effects of tempesatunmidity, and interactions with other PM sources
also need to be taken into account in atmosphesteis. In addition, there are significant uncettasin
the mechanism and the methods used to character@zenodel PM formation in the chambers, and the
performance of the mechanism developed in this vienot satisfactory in some areas. These areas are
discussed further below.

Chemical M echanism and M echanism Uncertainties

Overall Mechanism Uncertainty. The validity and ¢ictive capability of the gas-phase
mechanism is critical to modeling SOA formation dngse it represents the processes that accourefor t
formation of the condensable species that consti®&®A. Despite progress in recent years in our
understanding of the gas-phase atmospheric chgnairomatics (Calvert et al, 2002, and references
therein), and significant recent improvements in ability to model @ formation from aromatics in a
comprehensive environmental chamber database (Caneé Heo, 2012), there remain significant
uncertainties in the current aromatics mechanismispatentially significant problems with its abyjlito
simulate some aspects of the environmental chardb&r. The identities and reactions of the most
reactive aromatic photooxidation products are uagerand current models may not be appropriately
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representing their reactions or their formation cesses. Evidence of problems with the gas-phase
mechanism comes from the fact that it does notectyr predict the dependence of the rate gf O
formation on the absolute NQevel when the NQlevel exceeds about 100 ppb, and, perhaps more
significantly in the context of this project, thaect that mechanisms adjusted to fi formation tend to
underpredict OH radical levels in aromatic - N&xperiments.

Since the processes expected to be responsib&Ciarformation are expected to be even more
complex and uncertain than those responsible diofnation, this means that developing scientifical
valid and predictive mechanisms for SOA formatidh be even more difficult than doing this for ozon
formation. However, despite their uncertainties prablems, the mechanisms predigtr@asonably well
in aromatic experiments and atmospheric simulatiand much progress has been made in recent years
in improving our understanding of SOA formation ggeses and our ability to model atmospheric SOA
formation (Kanakidou et al, 2005; Kroll and Seidfe2008; Hallquist et al, 2009) Therefore, although
difficult, significant progress has already beerdearior to this project (Johnson et al, 2004, 2605 et
al, 2007; Carlton et al, 2010; Derwent et al, 2046lly et al, 2010; Kamens et al, 2011; Zhou et al,
2011). This project provides the additional experimal data and mechanism development work that is
needed to ultimately achieve this goal, utilizitg tapproach that have been used over many years to
successfully develop mechanisms for predictiggd@mation.

Aromatic SOA Mechanism. As with the gas-phase meisha upon which it is based, the
aromatic SOA mechanism developed in this work enaically detailed in that it represents each redcta
aromatic hydrocarbon explicitly but is condensedthat it lumps together or combines the various
reaction routes and reactive products formed usirgnited number of reactions and model species
representing various overall processes involvedommation of the secondary pollutants of interest.
Although development of fully explicit mechanisms mear-explicit mechanisms such as the Master
Chemical Mechanism (MCM, e.g., see Bloss et al,5208 a worthwhile scientific goal, it does not
appear to us to be an optimal approach for devedppiedictive models for regulatory applicationkisT
is particularly so for aromatics, given the unaettas involved. Therefore, as with our developmeht
the gas-phase aromatics mechanism, no attempt ads ta explicitly represent all the individual SOA-
forming reactions involved. This is not only becaudbkeir details are highly uncertain. Any attempt t
represent them explicitly would be largely specalatand give a misleading impression of our
understanding of the system, and the number of awmkrparameters that would have to be optimized to
fit the data would be far greater than supportethieydata that are currently available.

Based on our assessments of the likely processet/@d in aromatic SOA formation and the
results of test calculations with alternative megsias, the mechanism developed in this work assumes
that five overall processes are involved in arom&®DA formation. Two of these are involved in the
primary reactions of the aromatic hydrocarbons, #tnde are involved with secondary reactions of the
phenolic compounds formed when the aromatic hydbmres react. Two of these involve the formation
of bicyclic hydroperoxides from the reactions ofyulic peroxy radicals with HE) which is assumed to
allow the model to account for the finding that 8@A formation yield is generally higher in the abse
of NO,, whose reactions compete with H@ver bicyclic peroxy radicals. However, SOA forinatalso
occurs when NQis sufficiently high that bicyclic hydroperoxideannot constitute a major fraction of
SOA formed. Therefore, three additional processes iacluded to represent SOA from aromatic
compounds in the presence of jlGne for each hydrocarbon, one for each phenoliceingpecies, and
one for the species used to represent the catefdnoied from the phenolic products.

Developing separate SOA mechanisms for phenolicpooimds and catechols is important
because results of previous work (Grosjean, 19885;1Johnson et al, 2004, 2005; Henry et al, 2008;
Coeur-Tourneur et al, 2010; Nakao et al, 2011agatd that these reactions are important, and ey e
be dominant, to aromatic SOA formation. Therefa@eaumber of phenolic - NCand phenolic - kD,
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experiments were conducted for this project, aeddtisults were used to derive and optimize mechmenis
for predicting SOA formation from reactions of plbé&n Experiments with catechols were attempted but
could not be used for mechanism evaluation becdlneeamounts injected could not be reliably
guantified. The yields of condensable materialsnficatechols were adjusted primarily based on model
simulations of phenol - NQexperiments, based in turn on assuming that mactf catechols were the
major source of SOA. This was not sufficient toaot for SOA formation in the cresol - N@nd
xylenol - NQ, experiments if the same catechols yields are asduior cresols and xylenols as is
assumed for phenol (based on the data of Olarl, €002), so an additional process for SOA fororati
from phenols in the presence of N@as added to the mechanism. Finally, in orderctmant for higher
SOA vyields in the absence of NCSOA formation from hydroperoxides formed from tpleenolic
compounds also had to be assumed. The hydropergidldis that fit the data were respectively 5%, 7%,
and 23% for phenol, o-cresol, and 2,4-dimethylpheespectively, though these are based on assuming
that the hydroperoxide is non-volatile, so the akyields may be higher.

The details of the gas-phase reaction mechanisnibeophenolic compounds are even more
uncertain than those for the non-phenolic aromatrocarbons, and the current mechanism uses highly
simplified and parameterized lumped reactionsHeirtgas-phase reactions. Phenolic compounds t@act
a significant extent with N9as well as with OH radicals, and, because of tsfckata, the gas-phase
mechanism assumes the overall processes for betsiraiar. The validity of this assumption is highl
uncertain. With regard to SOA modeling, the magsue is how these reactions differ in their SOA
yields. SOA formation in the experiments with theepolic compounds themselves could be equally well
simulated by models assuming that SOA formatioredgsial in both types of reactions and models
assuming that SOA only comes from the OH radicattiens. This was also true for the simulations of
the experiments with the non-phenolic aromatic bgdrbons in the absence of other reactants besides
NO, or H,O,. However, we found that assuming the same SOAlyifddr both the OH and N@eactions
led to significantly overpredicted PM levels in plene - NQ experiments with added CO or non-
aromatic VOC, so the baseline mechanism assumesidh8OA formation comes from the reactions of
phenols or catechols with NOThis is probably an oversimplification, but wascassary to obtain
acceptable simulations of these added CO or VOEraxgnts.

The mechanisms developed for the phenolic compowetle based on model simulations of the
experiments for phenol, o-cresol, and 2,4-dimethgtm|. 0-Cresol was taken as representative aheall
cresol isomers and 2,4-dimethylphenol was takeem®sentative of all the xylenols and higher plieno
compounds. Experiments were also carried out inatheence of NQusing m-cresol and p-cresol, and
2,6-dimethylphenol and 3,5-dimethylphenol. The issior cresols indicated that the o-cresol mecérani
appears to be a good representative of the otbereis at least with respect to predicting SOA i th
absence of NO However, the results for dimethylphenols (xylenolindicated that the 2,4-
dimethylphenol mechanism overpredicts SOA from diker two isomers in the absence of NO
Nevertheless, the mechanism developed using tlagfala? ,4-dimethylphenol was taken as represemativ
because there were more data available for thigpoand, and there is insufficient data for the other
isomers. The representativeness of this mechamisthé C9+ phenolic compounds such as those formed
from ethyltoluenes is even more uncertain becaasnoh phenolic compounds were studied.

In any case, the SOA predicted to be formed froenréactions of the phenolic compounds was
not sufficient to account for the SOA measured lip experiments with the non-phenolic aromatic
hydrocarbons, so additional processes represeg@gformation from non-phenolic processes had to be
included in the mechanism. The contributions of gienols are on the order of 20-30% for most
compounds except for benzene (where it is up to 60%e absence of NQlue to the relatively high
phenol yield for the reaction of benzene with OH{l @ahe trimethylbenzenes (where it is low because o
the low yields of phenols from the trimethylbenzendhis is true for experiments both in the presen
and absence of NO Therefore, primary SOA-forming processes in tleactions of aromatic
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hydrocarbons, and/or secondary SOA-forming processenlving the reactions of aromatic oxidation
products other than phenols, have to be includékdeémmechanism.

It is assumed that formation of condensable hydmpdes as primary products in the aromatic
reactions is a significant SOA source for the mottelsimulate the SOA vyields in the aromatic
experiments in the absence of NQeast biased fits of simulations to these expenits were obtained if
the model used a partitioning coefficient of 0.¥g for the condensable hydroperoxide model species,
which is higher than the 0.02°mg predicted by the empirical analysis of the PMdgen the aromatic -
H,O, environmental chamber experiments using the Oduwerpooduct model. The reason for this
difference is unclear but suggests that this tyijpengpirical model may not be sufficient to reprdsie
complexity of this system, where other SOA formprgcesses such as SOA formation from reactions of
the phenolic compounds are also occurring. (No&t the two-product model did not fit the data any
better) The condensable hydroperoxide yields tihdhé SOA mechanism evaluation data ranged from
30% to 90% of the potentially condensable hydropemyields predicted by the gas-phase mechanism if
it is assumed to be from reactions of HMith aromatic + OH + @+ O, adduct peroxy radicals. The
variability of the predicted potentially condensablydroperoxide yield in the gas-phase mechanisim di
not account for the variability of the condensabjglroperoxide yield that fits the SOA data, and no
obvious relationship between the yield that fits 80A data and the structure and size of the miglecu
could be found. However, generally similar isomead similar values for this yield parameter.

The processes responsible for SOA formation froomatic hydrocarbons in the presence of
NOy that is not attributable to the phenolic produate uncertain because there are a number of
possibilities, and the data are not sufficientigtiniguish among them. Formation of condensablartiog
nitrates from the reactions of aromatic + OH 400, adduct peroxy radicals and NO is a chemically
reasonable possibility, but mechanisms assumirigthieamajor SOA forming process in the presence of
NO, is a primary reaction tend to overpredict SOA fation in experiments where CO or a 2nd VOC
was added to aromatic - N@radiations. Somewhat better fits to the dataa®ined if it is assumed
that SOA formation in the presence of N€@mes mainly from reactions of aromatic oxidagwaducts.
This is represented as coming from the reactionth@fmodel species used to represent di-unsaturated
dicarbonyls formed in the pathway that does nanfardicarbonyls as co-products, but other possibdlitie
could probably fit the data about as well. Leasisbi fits to the data are obtained if the modetiepe
used to represent this product has a partitionoefficient of 0.04 rifug, lower than that used for the
model species representing the hydroperoxide ptediibe yields of this product that fit the SOAalat
are &2% if that partitioning coefficient is used, witlo wbvious correlation with the size or structure of
the molecule. This ~30% compound-to-compound viityb is comparable to the compound-to-
compound variability in the primary condensableropgroxide yields that fit the data.

Because the current aromatic photooxidation meshanitend to underpredict OH levels, and
therefore the amount of aromatic compound reactimggromatic - NQ experiments, the SOA yield
parameters for the aromatic hydrocarbons were eedpy adjusting OH levels in the model to force the
model to correctly predict the amount of aromateacting in the SOA mechanism evaluation
calculations. This was necessary to avoid compemsatrrors when evaluating mechanisms for PM
formation, with overly high SOA yields compensatiog underpredictions of the amount of consumption
of aromatic reacting. However, this was not possibl the simulations of the experiments with bewze
because benzene reacts too slowly to reliably detiid levels; nor was it possible for the experiraent
with the phenolic compounds in the presence of, H€cause they also react with Nfdicals. This
turned out not to be a problem for the phenolic poumds because the unadjusted mechanism predicted
the amount of phenolic reacting reasonably weltegx for phenol in the experiments with N&bsent,
where the OH-adjusted mechanism could be used. Hawthis is a potential problem for benzene, and

®> As measured by the standard deviation of the gesraf the yields in Table 10 divided by the averag
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it is likely that the model may overestimate theAS@eld from benzene in the presence of N®o
attempt was made to correct for this, but probabtyprrection should be made in simulations wheré SO
formation from benzene may be important. Fortuyatatnzene is relatively unreactive and its leasts
not as high as other aromatics (such as toluenghizn atmospheres, so this potential source sfrhiy
not have a large effect on practical airshed magglications.

Equilibrium Partitioning Coefficients. The partitimg coefficients that specify the equilibrium
between condensable species in the gas and aphas®s are inputs to the model that impact predisti
of how SOA formation is affected by overall PM l&sén the environment. Therefore, these are
important components of any SOA formation mechani3ineoretically estimated values of these
parameters tend to underpredict measured valussye cases by orders of magnitude (e.g., Hedall et
2008), so they need to be derived experimentallyceSthe identities of the condensable products are
uncertain and in any case authentic samples aravafable, they need to be derived by modeling the
available chamber data. Although approximate magdeg of these partitioning coefficients can be
estimated by looking at biases in test simulatiosisg the alternative mechanisms, the results ate n
highly sensitive to changes in these parameterdtardfore the exact values used in the baselirdemo
are somewhat arbitrary. This causes an uncertantiie yield parameters that fit the data, at least
terms of their absolute magnitudes, because eiirorpartitioning coefficients used can often be
compensated by errors in the yields of the cond#esspecies when evaluating the mechanism against
the chamber data.

This is a particular concern for compounds for ihigere are limited data concerning levels of
PM that is formed in the evaluation experimentghdligh there are data at different PM levels fostmo
compounds, only for m-xylene are the data suffityemaried that they can be reasonably used for
evaluating at least approximate magnitudes of @mditipning coefficients. For this reason, the mode
uses the same partitioning coefficients for the ehagecies, namely, those derived using the m-gylen
data, regardless of which compound is being modétefhct, one would expect that the volatilitytbg
condensable products (such as bicyclic hydropeesxar whatever species contribute to SOA formation
in the presence of NPto vary from compound to compound. Errors in tieigard can be compensated at
least to some extent by opposite errors in thedymrameters for the model species, though this
compromises the ability of the model to be extenddoeyond the PM ranges where it was evaluated. To
some extent, the apparent variability in the yjgddameters for the different compounds may actumly
due to variability in the volatility of the condeaide oxidation products they form.

Note that the partitioning coefficients would bejondactors affecting how SOA formation is
affected by temperature, since they are expectedbetohighly temperature-dependent parameters.
Temperature effects were not assessed in this ,ssalythis aspect of the mechanism could not be
evaluated. The current mechanism does not repréBentemperature dependence of the partitioning
coefficients, and it would have to be modified nolude temperature dependence estimates befoaa it ¢
be used to assess effects of temperature on PMafiomm

Mechanism Performance Issues. A number of uncegiailmmeters in the SOA mechanisms
developed in this work were optimized to minimizeeall biases in the model simulations of the
available environmental chamber data. In that setise evaluations against the same dataset do not
provide an independent test of the mechanism. Hewske variability of the quality of the fits dfi
model simulations to the results of the individegperiments, i.e., the overall model error as opgde
the model bias, does provide a useful test of trexadl predictive capability of the mechanism. et
variability is so great that the model predicts tesults about as well as random chance, then its
predictive capability is minimal even if it givelset correct results on the average. In additiondttaset
did include some types of experiments that wereused in the parameter optimizations, and modeling
those did provide an independent test of the mesiman
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Figure 42 shows the distribution of model biasethin model simulations of SOA formation in
all the experiments used for mechanism developraedtevaluation, with separate distributions shown
for the experiments used to optimize the parameaterthe mechanism and for those just used for
evaluations. The distribution plots of model biaseshe model simulations of ozone formation foe th
chamber experiments used by Carter and Heo (2@ta)as-phase aromatic mechanism evaluation are
also shown on Figure 42 for comparison. Note thastnof the runs were used for the optimizations so
the runs that were not used did not significantffed the overall distribution. As expected, the
distribution is around zero for the runs used foe bptimizations because the optimizations were
designed to minimize average biases. The averagesen the simulations of these runs and all nwase
on the order of 50%, with about 40% of the runinfit the data to withit25%, half the runs fitting to
within £50%, and 92% of the runs fitting the data#iyp0%, as measured by the model error as defined
in Equation (XJ. Note that by this definition, an error of 50% medhat the model disagrees with the
experiment by a factor of ~1.7.

The quality of fits seen in the simulations of S@#mation in this work is not nearly as good as
the quality of fits typically seen in evaluating chenisms for ozone formation, as can be seen amnd-ig
42. This higher degree of scatter could indicatbl@ms with the mechanism, though if this were the
primary factor one might expect to see better ¢atims of errors with experimental conditions. The
scatter could be due to problems of reproducibitiftySOA formation in the experiments, though the
replicate experiments suggest a reproducibilit-89% or better, which is less than the scatter ef th
model fits. However, this reproducibility in SOArfoation is not nearly as good as generally seen in
ozone formation in replicate experiments. It coaldo be due to problems with characterization of
experimental conditions or to problems of modelig dynamics of SOA formation in chamber
experiments, which have uncertainties unrelatetth¢ogas-phase chemical mechanism relevant to ozone
formation. These possibilities are discussed furtiedow.

As expected, the distribution of errors for thesmot used for the optimizations were not quite as
good, with the model performing differently withfférent types of runs. Given the scatter of the fit
the runs used for the optimizations, the perforrmawas generally acceptable for the benzene or m-
xylene - NQ experiments with added CO or other VOC, with therage bias being +13% for these
experiments, and similar errors as seen for therdifpes of runs. As discussed above, the model als
gave reasonably good fits for the cresol isomers used in the optimizations, though tended to
underpredict SOA in the runs with the other dim&thgnol isomers. The worst performance was for the
toluene + HO, experiments, where the results of the four expents with relatively low PM formation
(= 12-14pum’cm’®) were inconsistent with the experiment with the RMel in the normal range for the
other aromatics. We derived the condensable hydogjuke yield parameters based on the results of the
higher PM toluene - JD, experiment and the toluene - N® added VOC experiments, since modeling
uncertainties in higher PM experiments are genetdaks, and those two types of experiments were
generally consistent. However, the PM levels inttiieene - NQ + added VOC experiments were also
relatively low, so using these data for parameptintization is also uncertain. Until data from aauial
toluene - HO, experiments are available, the condensable hydvgigle yield parameter for toluene
must be considered to be much more uncertain trathé other VOCs.

Heterogeneous Reactions. The mechanism and modeétigpds used in this work assumes that
most of the semi-volatile material condensed oheodarticle phase will also evaporate with a rag is
controlled by an equilibrium partitioning coefficiethat is specified in the mechanism. This is¢hse

® Absolute value of (model - experiment) / averagedel, experiment)
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B Runs not used for optimizations

Fits to Data used for Aromatic SOA Mechanism Evaluation (this work)
O Runs used for parameter optimizations
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for most of the SOA predicted to be formed by owchanism, except for that represented by the model
species representing hydroperoxides from phenehctions, which (somewhat arbitrarily) are assumed
to be non-volatile, and as shown on Figure 26 s a relatively small fraction (less than 25%lin
cases) of the total predicted SOA. This ignores pbssibility that these species can react in the
condensed phase and form oligomers or other sp#uitsare much less volatile. Such reactions are
known or suspected to be important in many chensgatems involving SOA formation (Jang et al,
2002; Claeys et al, 2004; Johnson et al, 2004, ;2@6kamer et al, 2009; Galloway et al, 2009, 2011;
Kamens et al, 2011; Zhou et al, 2011). Howeversuth heterogeneous reactions dominated for
compounds represented by a particular model speities the model could adequately represent this
simply by representing the model species as noatii®l The data are not as well fit by assumingtrobs
these model species are non-volatile; less biasedof much of the data are obtained if relativieiw
partitioning coefficients in the range of 0.03 1 0r*/ug are used. This indicates that if heterogeneous
reactions occur, they do not dominate over evajoraand if they occur to some non-negligible ekten
then they are represented in effect by using digéer partitioning coefficient than would be appiate

for evaporation alone. But if they are non-negligiihen using an equilibrium model to determiniesa

of evaporation may not be appropriate, and mayltrésincorrect predictions when the model is apgli
beyond the range of conditions where the partitigrdoefficients were adjusted to fit the environtaén
chamber data.

It is important to recognize that all the experitsefor this project were carried out under dry
conditions. Since heterogeneous reactions are #géx be more favored when water is present (Glaey
et al, 2004; Volkamer et al, 2009; Galloway et28109, 2011; Kamens et al, 2011; Zhou et al, 20dsg),
of higher net partitioning coefficients or non-vila model species, or including some represerraio
heterogeneous reactions, may be necessary whenlingpdeumidified experiments or ambient
atmospheres. These heterogeneous reactions mayealsffected by factors such as acidity and the
presence of inorganics in the particle phase. Thik need to be assessed when the mechanism is
evaluated using experiments carried out under hifieddconditions and with other aerosols present.

Mechanisms for Ambient Modeling. This project hasused primarily on modeling SOA
formation from individual aromatic hydrocarbonsanvironmental chamber experiments. However, the
ultimate goal of this effort (and the primary reasiowas funded) was to develop mechanisms thabean
used in airshed models to predict SOA formatioarithient atmospheres. The mechanisms developed in
this work were used to derive SOA yield parametershe lumped aromatic model species (ARO1 and
ARO2) that are used in airshed models with SAPRChaeisms to represent reactions of aromatics.
Estimates had to be made for SOA parameters fdrehignolecular weight aromatics contained in
ambient mixtures that were not studied, and theienates are highly uncertain. However, it turng ou
that the individual compounds studied for this pobjcomprise respectively ~95% and ~75% of the
compounds used to derive parameters for ARO1 an@2\R the ambient mixture that were used to
derive lumped parameters for SAPRC-07. This mixigreut of date and needs to be updated, but it is
expected that the compounds studied will still cdegpan important fraction of aromatic hydrocarbons
the atmosphere.

Of greater concern for using this mechanism for iamtbmodeling is the limited scope of the
mechanism developed for this project. It covery DA formation from aromatics, and only under dry
conditions and at a single temperature. DespiteetHonitations, this is an important and necessary
starting point. However, this is clearly not thaligig point to developing reliable SOA mechanisms fo
ambient modeling, and additional work is neededs Ti& discussed further in the "Conclusions and
Recommendations" section of this report.
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SOA Modeling Methods and Uncertainties

As is the case with predicting SOA formation in gtmosphere, predicting SOA formation under
chamber conditions also requires SOA mechanisnappoopriately model rates of particle growth from
condensable species formed in the gas phase. dqu#ges (1) predicting the rates of condensatiogast
phase species onto particles, (2) predicting rafesucleation and creation of new particles, and (3
predicting rates of evaporation of semi-volatiléstbe particles back into the gas phase. Eacthete
has uncertainties, as discussed below.

Evaporation. The model used in this work incorpesathe assumption that the rates of
evaporation of a condensable species off the pestican be calculated from the rate of condensation
given the equilibrium partitioning coefficients (lspthat are specified with the mechanism. Thisaised
on absorption-based partitioning theory (Pankowg4k%b), which has limitation (e.g., Shiraiwa et al,
2011; Perraud et al, 2012). Although the Kp's areettain as discussed above, they are specifipdras
of the mechanism and therefore their uncertaintyoisconsidered as a modeling methods issue that is
relevant to the discussion in this section. Theumgdion that an equilibrium-based approach can be
employed may lead to incorrect predictions if hefieneous reactions are competitive with evaporation
but this is also a chemical mechanism issue. Owtifier hand, the assumption that all the PM preisent
organic material that affects this equilibrium rsissue concerning the environment that is beindetenl
and not the chemical mechanism. This assumptipnoisably reasonable when modeling these chamber
experiments, since condensable inorganics are rpéceéed to be present. Therefore, this is not
considered a significant uncertainty issue in thechanism evaluation work. However, this assumption
is probably not valid when modeling ambient atm@sph where inorganics constitute a significant
fraction of the PM present (Zhang et al, 2007; diezeet al, 2009).

Condensation. Theories and methods exist to preaties of condensation of gas-phase materials
onto particles, though they depend on assumptiboatgarticle shapes and sizes, which are diffitult
predict in the model. Test calculations carriediauhis work show that the results of model sintioles
of PM formation in the experiments are affectedtm condensation rates that are used in the mae!,
indicate that it is not appropriate to assume toadensation is so fast that a simple equilibriuodenh
can be employed. The experiments with lower PMIe@md models using relatively low partitioning
coefficients (as is the case with the mechanismeldged for this project) are most sensitive to
assumptions affecting calculated condensation .rdtes model we used does not include a method to
predict how particle sizes evolve over time, amdpdy uses an empirical relationship between particl
sizes and amounts of PM material formed that maybeoapplicable to all conditions. This introduces
uncertainties in the model simulations, particylddr experiments where PM levels are predictetido
relatively low. It may be that evaluating SOA megisans may require use of more sophisticated model
for how particles are formed and grow than was egweal in this work. This is also applicable to
nucleation, as discussed below.

Nucleation. The method used to represent condemsafi condensable gas-phase species onto
particles requires the existence of particles tt@midensable species can condense onto. Since the
experiments modeled in this project did not hawedsserosol present initially, the model neededateeh
some representation of creation of new particlesucleation. The model used in this work has &liig
simplified representation of nucleation. It wasuamsed that nucleation was as relatively fast, butswo
fast that it would perturb the equilibrium when me@ble amounts of particles are present. Sergitivi
calculations indicate that assumptions we make exoireg how to model nucleation rates in this range
may affect SOA predictions in experiments wheratre¢ly low amounts of PM are formed and where

" If heterogeneous reactions dominate over evaporatien the system can be adequately modeled
simply by assuming that evaporation does not o¢&ur that the relevant model species is non-ielat
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partitioning coefficients are relatively low. This also an area of uncertainty where use of a more
sophisticated model may be appropriate, at leasidi@ening purposes.

The uncertainties concerning to condensation amteation (though probably not evaporation)
may well be contributing to some of the variabildf the mechanism performance that was discussed
above. This is a particular concern when the fiall level is low (e.g., less than 4@/n?). It is
consistent with Bowman et al (1997) and Kroll e{2007). However, as the PM level increases above
~10pg/nT), the impact of these uncertainties may beconeiteportant.

Uncertainties Dueto Chamber Effects

Using environmental chamber data to develop antlateamechanisms requires an appropriate
representation of chamber effects when modelingnblea experiments. This is known to be important
when evaluating gas-phase mechanisms (e.g., deéedlet al, 1992; Carter et al, 2005b), and isphdy
even more important for evaluating SOA mechanidtmown or possible SOA-related chamber effects
include background particle formation, loss of jgdes to the walls, and possibly absorption and
evaporation of semi-volatile materials on the wallsese issues are discussed below.

Background Particle Formation. Background partidenation in our chamber is observed in
pure air irradiations but not in the dark and mogxperiments where reactants suppress OH radnalsl
This can be modeled by assuming that contaminamajsogate from the walls then react with OH radicals
to form non-volatile materials, with the rate ofaperation being adjusted to fit PM levels meastned
pure irradiation characterization experiments. Tdpparent contamination evaporation rate is vagiabl
and could be a factor affecting mechanism evaloatésults if the background particle formation is a
significant fraction of the total calculated PM fihe experiment. To assess this, model simulatizare
carried out with all mechanism evaluation experiteeassuming no background particle formation. The
effect of removing the background particle formatigas relatively small for most experiments, whb t
calculated PM being reduced by less than ~10% %66 &f the experiments. However, the background
particle formation was calculated to reduce PM levey 40% or more for 19 experiments of the
experiments in the evaluation dataset. This isidensd to be an unacceptable degree of sensitiwity
this highly variable parameter so these 19 experimaevere removed from the evaluation dataset.
However, background particle formation may be adiaaffecting evaluation results at least to some
extent for a number of other experiments. The raffsicted experiments would be runs with relatively
low PM levels but relatively high levels of OH redis to react with the chamber background PM
precursor.

Particle Wall Losses. Particles are lost to thelsval rates of ~30%/hour, though the rates are
highly variable from run to run. They can be chéedzed reasonably well for each experiment bynfitt
the loss of particle numbers after the time of maxn PM number to a unimolecular decay rate, so
estimating them is not a large uncertainty. But\hgability from run to run is a concern and may b
contributing to the variability of the evaluatioesults. However, there is essentially no correfatio
between the particle wall loss rates and the medels of the evaluation experiments. One mightekp
particle wall loss rates to depend on particlessizehich also vary from run to run, but there isoaho
correlation. The reasons for this variability inlWasses, and the implications concerning uncetias in
mechanism evaluations, are unknown at the preseet t

Absorption and Evaporation of Gas-Phase Specieth@nVNalls. Another chamber effect that
needs to be considered is the absorption and pessiaporation of condensable species formed in the
gas phase onto the chamber walls. Matsunaga andafdie (2010) showed that this does occur in
chambers made of the same Teflon material as usetthd walls of our chamber, though the chamber
they employed was somewhat smaller. They arguehbaibtal mass of organic materials on the walls i
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orders of magnitude higher than suspended in thicigaphase in normal experiments, so in long run
(i.e., in equilibrium) all the equilibrium matersatvould be on the walls. On the other hand, the ot
absorption or condensation onto particles is fabign absorption on the walls, though the timeescaf
wall absorption they measured in their chamber wagk within the time scales of our experiments. We
assume that wall absorption is not significantumn imechanism evaluation calculations, though weato
have any data to directly support this assumptmidence that it is not highly important comes frtm
fact that PM volume measurements in our chambeectad for particle wall loss rates calculated gsin
particle number decay rates do not decline at titkad the experiments. If wall absorption of gaggdh
semi-volatiles were sufficiently important, i.en the order of particle wall loss rates, then thetiple
volumes would decline at the end of the experiméasgser than the particle numbers because of wall
losses of semi-volatiles evaporating from the pkasi. However, calculations assuming that absarpifo
gas-phase species is non-negligible can fit thel 8OA volume data as well as the models assurhig t
wall absorption is not important, and the resulige gsignificantly higher values for some SOA yield
parameters that fit the model to the data. Theegfibwall absorption is not negligible, it may nnetat

the SOA vyield parameters derived in this work maytdo low. More information is needed concerning
wall absorption rates of gas-phase species in bamber to determine if this needs to be taken into
account in the wall model, and if so what absorptiad evaporation rates should be used.

Environmental Chamber Database

New Data from this Project. The experiments cargatfor this project represent a significant
expansion of the database of environmental chamkgeriments for evaluating mechanisms for SOA
formation. The new experiments include a total bf 2eparate experiments suitable for aromatic SOA
mechanism evaluation, and results in approximatefactor of three increase in the number of such
experiments from our environmental chamber faciliihhe new experiments expand the number of
aromatic compounds that have SOA evaluation data % to over 20, most of which were studied in
both the presence and absence of.N¥bst of the new experiments with N@resent are also suitable
for gas-phase mechanism evaluation, and in face &@erimportant subset to the experiments used when
developing and evaluating the gas-phase aromatchamism that was used as the starting point #r th
SOA mechanism developed for this project (Cartertdao, 2012).

The experiments were conducted for the purposeaitiating predictive mechanistic models, but
the results can also be used to expand the exidttabase of chamber experiments suitable for idgriv
SOA vyield parameters using empirical models (Carkt al, 2010). Although the data from this study
confirmed pervious results that Odum-type modelnoa fit yield data obtained from aromatic - NO
experiments because of the dependence of SOA fairmptocesses on NOthese data could well be
used to support development of more sophisticatguirecal models that may take this N@ependence
into account. Developing such models was beyonddhbee of the present project. On the other héued, t
results of the aromatic -, experiments could be relatively reasonably fingsihe Odum 1-product
model (Ng et al, 2007; Henze et al, 2008), thoughatl of the experiments had enough experiments to
derive both parameters needed for this model.

Available Data from Other Laboratories. Becausknatations in resources and data availability,
the SOA mechanism evaluation database used irstiniy was restricted to experiments carried out in
our environmental chamber, though it did includpegkments carried out in our laboratory prior tgsth
project. A number of chamber experiments carrietl inuother chambers have been used for SOA
mechanisms evaluations (e.g., Johnson et al, 2005nd Kamens, 2007), and some of them may well
be suitable for the purposes of this study. Howewdrtaining data and necessary characterization
conditions from other laboratories is not alwayadtical, in many cases the characterization inftiona
and control of conditions do not meet the standarelsequire for this purpose, or the experimentsawe
carried out under conditions that are beyond tlopeaf this present study. For example, because of
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variability of lighting and temperature conditionse do not consider data from outdoor chamber
experiments particularly useful for deriving meciséin parameters that fit chamber data, though they
will be useful in the future to evaluate mechanidorssuitability in ambient conditions. In additioat
this phase of the project we are restricting thalueation to experiments with single compounds ay ve
simple mixtures carried out under dry conditionsaatingle temperature without added aerosols from
other sources, because this is a necessary gsirsthe mechanism development process.

However, chamber data from other laboratories shoat be ignored, just as is the case for the
data obtained from our chamber. A comprehensivehardsm evaluation database needs to include well-
documented and suitably characterized data froormasy laboratories as possible. The Eurochamp
project (see http://www.eurochamp.org/), which imed integrating atmospheric simulation data from
multiple European laboratories, provides a good ehfwr data integration in general, and the poksibi
of incorporating our data, as well as data frormabers in other non-European countries, into thigeot
should be explored. In addition to providing a mooenprehensive evaluation database, there nedwus to
an evaluation of consistency of SOA data obtaimedhfdifferent laboratories, especially considetting
greater characterization uncertainties for SOAteelachamber effects. As far as we are aware, nio suc
inter-laboratory comparison of SOA data designedrfechanism evaluation has been carried out.

In any case, the SOA mechanism evaluation datalsesin this work is insufficient to develop
SOA mechanisms for use in air quality models begdusoncerns only aromatics, has data only for
single mixtures, and includes only experimentsiedrout under dry conditions at a single tempegatur
and without added aerosols from other sources. @atxist for other compounds and mixtures and from
experiments carried out under more varied conditibath at our laboratory and elsewhere, and these
would need to be incorporated into the databasel useany follow-up projects for further SOA
mechanism development and evaluation. This wouldlwte surveying data from different laboratories
for relevance, availability to outside groups, a@minations of data quality, adequacy of contffol o
conditions, and adequacy of characterization in&tiom, including availability of data from necessar
control and characterization experiments. It woalso require setting up the data for modeling and
simulating the results with existing mechanismg.(esee Carter, 2004; Yarwood et al, 2012), which i
our experience has proven to be a valuable methroalskessing data quality and characterizatiom éve
the mechanism used does not perform well in sinmgdhe results.

Data Needs. Although the availability and suitépilof existing data for SOA mechanism
evaluation needs to be surveyed before designiggnamw experimental projects, it is clear that the
available data are not sufficient to addressingitita needs for developing valid and reliable meisimas
for predicting SOA formation under ambient condigo Ideally we need well-characterized SOA
mechanism evaluation data for a variety of repredime compounds and under a variety of relevant
conditions. This would include the following typelsexperiments.

» Additional experiments with toluene, particularhuene - HO, experiments where higher levels
of PM are formed, are needed to reduce the sigmifiancertainty in the SOA yield parameters
for this important compound.

» Different types of SOA forming compounds need toshelied. There are already a variety of
experiments with biogenic compounds, but more tygfeanthropogenic compounds, including
some with lower but non-negligible SOA forming paials, need to be studied.

* The chemical systems studied should range fromesicmmpounds and simple mixtures such as
used in this study through complex ambient mixturdsis will allow the mechanisms to be
evaluated in a stepwise manner, with effects afeimental changes being used to isolate sources
of mechanism errors as they are found. The aroreaperiments with added CO or VOC proved
useful to this project and more such experiments @aeeded, including especially such
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experiments with phenolic compounds, which would useful not only for evaluating the
important phenolic SOA mechanisms under a widelgeanf conditions, but to make the
conditions of the phenolic experiments more repriedive of ambient conditions. Experiments
with two different SOA-producing compounds of tlre and different types (e.g., an aromatic
compound with a terpene) need to be studied befanéng to complex ambient mixtures. Note
that the ambient surrogate mixtures presently ursethamber experiments may not be suitable
for SOA evaluation because they may not includ@drignolecular weight compounds present in
ambient mixtures that do not contribute much ta&ctivity because of relatively low levels but
may have a disproportionate effect on SOA formation

* The effects of humidity need to be studied singe tilay affect heterogeneous reactions on the
particles that may affect partitioning and the diyi of models based on the absorption-based
partitioning theory (Pankow, 1994a,b). Previousligsl indicate that humidity may enhance SOA
formation from aromatic hydrocarbons (Kamens et2011; Nakao et al., 2011b); though our
recent work (Nakao et al. 2011b) suggests thatxglyaptake plays a minor role in aromatic
SOA formation. Further investigation is necessaryptobe the mechanism of enhanced SOA
formation under humid conditions, such as studfeaqueous reaction of phenolic compounds
(Sun et al., 2010). Humidity effects may be quiféedent for different types of compounds, and
also for mixtures of different types of SOA-formiN@Cs, so this needs to be studied as well.

» Temperature is expected to be very important irectifig SOA formation, if only because
volatility and partitioning coefficients are knowto be highly temperature-dependent. Our
chamber is one of the few available chambers tlaat been characterized for mechanism
evaluation work where temperature can be controlleda systematic manner, though
unfortunately repairs to the arc light system, omathod to isolate the blacklights from the
temperature in the react8rare needed before it can be used for systenmtipdrature effects
studies. Temperature effect studies may also b&iluse evaluating whether the mechanisms
have appropriate partitioning coefficient paranmgtas well as providing needed data to evaluate
model representations of how these parameterswiéimtemperature.

* Mechanism evaluation experiments are also needadsess the effects of seed aerosol on SOA
formation. Kroll et al. (2007) suggested that chaméxperiments carried out without inorganic
seeds would underestimate SOA yield due to lossenfi-volatiles to the chamber surface.
However, we do not observe the seed effect propogdcoll; this may be the result of the large
reactor size, small surface area to volume ratia, @dditional controls on this environmental
chamber system. (Warren et al, 2008b). The preseh@n organic seed should reduce the
sensitivity of the experiments to uncertaintiesaréigng nucleation, and may be useful in
assessing whether assumptions we make in thisdegay be affecting parameters in the
mechanisms that are adjusted to fit chamber data.

» Because of problems with the light source employedur chamber, most of the mechanism
evaluation experiments used in this study wereiazhrout using a blacklight light source.
Blacklights give a good representation of the ssfgctrum in the UV range which affects most
of the photolysis reactions involved in atmosphehemistry, but their spectrum is poor in the
longer wavelength region that affects photolysis MO; radicals and some aromatic
photooxidation products. However, no significarffatences between black lights and arc lights
were seen when evaluating aromatic mechanismsztoreoformation (Carter and Heo, 2012), so
we do not think this is a major issue with thislaation. But some mechanism developers prefer
not to use blacklights when evaluating mechanigas,(Whitten et al, 2010), so more data using
arc light sources, which provide a more realisgiectrum, are needed to improve the credibility

® The output of blacklights is affected by temperatiso changing the temperature of blacklights doul
change the light intensity.

114



of the evaluation, and to verify the utility of therge database developed for this project. In
addition, ozone formation results of early smognechar experiments with cresols carried out
using arc lights, such as the run EC281 o-crebt®, run shown on Figure 23, are not consistent
with ozone formation results in the cresol experitaecarried out using blacklights for this
project. Although SOA was not measured in run EC28darly the lower reactivity seen in that
experiment would mean lower SOA formation. Therefaarrying out arc light experiments with
phenolic compounds is clearly a near-term priority.

Carrying out a comprehensive set of experimenth wlit of these factors examined would be a
multi-year effort involving hundreds if not thoustnof experiments and is not likely to be fundethie
near or even mid-term. Priorities for additionaldies should be based on the current stage of mscha
development and to determine effects of varioutfado guide priorities for additional experimeniie
experiments with the single compounds, single teatpee, dry conditions and no seed aerosol that wer
used in this study were appropriate for the needthk first stage of systematic mechanism devetopm
but now additional factors need to be studied. pherities for additional experiments needed fae th
next stage of SOA mechanism development are disdusghe following section.

Conclusions

Regulatory agencies such as the California ARB rse@ehtifically valid and reliable models for
predicting SOA formation in the atmosphere. Unfodiely, this need may not be fully addressed in the
near term because of the complexity of the probéerd the considerable amount of work that is still
required. The current stage of SOA mechanism dewedmt reminds some of us of the situation in gas-
phase atmospheric mechanism development in thel%t8's, when the process of developing useable
chemical kinetic mechanisms for airshed modelsjustsbeginning. Hopefully it won't take more thah 1
years to reach the stage on SOA modeling as ittaligo from that stage in the late 1970's to the
development of the CB4 (Gery et al, 1988), RADMo(&ivell et al, 1990) and SAPRC-90 (Carter, 1990)
gas-phase mechanisms in the late 1980's, butassallity given the greater complexity of the pesh.
The mechanism developed in this work may be an drgiment over the empirical add-in models
currently used for SOA in airshed models, but @spe is limited to aromatics, it does not provide f
temperature or humidity effects, and it has nonb®eluated over the range of conditions that édseo
cover.

Nevertheless, this work represents what we belea® necessary at this stage in the process of
adapting gas-phase mechanisms to predicting SOaftoon in the atmosphere, and we believe it
represents significant progress. A mechanism withcondensable model species representing fivestype
of SOA forming processes was developed that comtdilate the available data reasonably well, or at
least without large obvious biases, in environmeotamber experiments with 14 different types of
aromatic hydrocarbons and a number of represeatphenolic compounds and with a variety of reactant
concentrations and NQevels. A large part of this project was to caoyt the environmental chamber
experiments necessary to support this developmashtegaluation. There were mechanism evaluation
issues such as greater scatter in the fits to dkee ttian seen when evaluating gas-phase mechaamms
clearly many uncertainties exist in the mechanismvall as the modeling methods and chamber effects
model, but this reflects the current state of tersce.

The areas of uncertainty concerning the mechanisweldped for this project have been
discussed above. The gas-phase mechanism itsgitertain and this clearly causes uncertaintigben
overall mechanism for SOA formation. For examplecduse the gas phase mechanism tends to
underpredict amounts of aromatic consumed in aroma@iO, experiments, it is necessary to adjust the
OH radical levels in the SOA mechanism evaluatiaitdations to force the model to calculate the
correct amounts of aromatic reacting to avoid campéng errors. The available data are not suffidie
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determine exactly which of the various possibleetypf SOA-forming processes are actually the most
important for aromatics, though the five processgsesented by the current model species shou&ttef
the major overall features of the possible processacerning how SOA formation depends on reaction
conditions. The validity of the absorptive partitiog assumptions and the appropriateness of nagject
heterogeneous reactions in this mechanism areuatsgrtain. A number of parameters in the mechanisms
had to be derived by adjustments to fit the chanda¢s, and uncertainties in the chamber effectsemod
or the methods used to estimate condensation, etagpoor nucleation rates will affect the valuéshe
parameters that are derived. But this represemtbast estimate of the mechanism given our cusete

of knowledge.

With regard to implementation of an improved SOAchenism in airshed models, the greatest
limitation of this work is not necessarily the mamycertainties (which will always be present) the t
limitation in the scope and applicability of the chanism and its evaluation. The SOA-forming reaxstio
in the mechanism developed in this work could veelladded to the aromatic reactions in models that
presently use SAPRC mechanisms (once they areaptiatSAPRC-11 based on the work of Carter and
Heo, 2012), and it would be a significant improvainaver the present models. However, this would not
account for SOA formation from other types of eedttvOCs (e.g., biogenics), would not account for
effects of temperature that are expected to be fitapp and may not give correct predictions in the
presence of humidity or in the presence of therotleeosol species that are present in real atmosgphe
At least these aspects of the mechanism needeatmnced before this mechanism is really readyder
in airshed models.

The additional work needed to develop a fully madeldy mechanism could not be carried out
with the time and resources available to this mtojEhe number of useable experiments conducted for
this project actually exceeded the number promisethe proposal, and the person-hours used for
analysis and mechanism development also exceedebutiigeted amount. The following section gives
our recommendations for additional work that isdeskin the near- and mid-term, both for a follow-up
project from our laboratories but for needed redear general.

Recommendations

The recommendations discussed below will be giveapproximate order of priority in terms of
near-term and longer-term work necessary to addifessneeds of the CARB and other regulatory
agencies for modeling SOA formation in the loweptsphere. This does not mean that the longer-term
work further down the list is lower priority andalid not be supported now, but just means thataig m
take longer to get the benefits that the CARB ndedis near-term regulatory activities. But iretlong
run the benefits of supporting this longer-term kvaiill be well worth the resources required, and th
sooner the work starts the sooner the CARB and®thidl get the benefits from them.

As discussed above, additional near-term work sded before the mechanism developed for
airshed models will be ready for implementationainshed models. At a minimum it needs to be
expanded to cover at least the classes of VOCsevB@A formation is already represented in airshed
models. For example, in addition to representingh3@m aromatics hydrocarbons, the CMAQ model
has representations for SOA formation from isoprégenes, and alkanes (e.g., see Carlton edHD)2
Although these are based on parameterized mod@semalidity and applicability are uncertain, havin
these representations is better than ignoring SO these species, particularly terpenes. Thergefore
the nearest term the mechanism developed in thi& would replace the existing representations of
aromatics hydrocarbons and phenols, but the reqmisens for the other classes of VOCs would have t
be retained for the time being.
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With regard to improving the representations far tither classes of VOCs in the near term, the
first priority is probably to evaluate and if nesas/ improve the methods used in existing models to
predict SOA formation from terpenes and isopreres 1S the priority for practical modeling appliats
because SOA from terpenes is probably more impbtteam SOA from aromatics in many situations. A
large body of chamber data on SOA from terpenessoptene exists, including data from our chamber,
that could be used to evaluate and if necessaryonepexisting SOA mechanisms, provided that data
from a sufficient number of experiments are avddabnd the experiments were carried out under
sufficiently well controlled and characterized citimhs for modeling. Targeted additional experingent
may be needed if the results of a review of avildata indicate that there are data gaps or hiea¢ tare
inconsistencies between laboratories.

With regard to improving representations for anpagenic VOCs, we believe that additional
improvements to the aromatic mechanisms is probablyigher priority than improving the SOA
mechanisms for anthropogenic alkenes and alkarexsiube the aromatics are believed to be more
important SOA sources, and because of the limitatiof the aromatics mechanism developed in this
work. As discussed above, the priorities for impmgvthe aromatics SOA mechanism include the
following:

» Determine the extent to which the present mechardam predict SOA from aromatics in
humidified experiments and modify it as neededraaljzt humidity effects.

» Develop and evaluate methods to predict how temperaffects SOA formation. Experimental
studies of temperature effects should also reduneertainties concerning partitioning
coefficients, and provide data concerning whettheirtmagnitudes as used in the model are
appropriate and how they vary with temperature.

» Determine if inorganic and organic seed aerosaold,the presence of other SOA-forming VOCs
affect the predictive capabilities of the mechaniand adjust it as needed. The partitioning
behavior of condensable species may depend onetiosals present and the additional aerosol
species may affect heterogeneous reactions andihiymifects.

* Conduct additional targeted experiments to filladgaps and improve the predictive capability of
the mechanism. This would include experiments uama@rc light source (with phenolics being a
priority), phenolic - NQ experiments with added VOCs, and additional expenis for toluene,
an important aromatic where the current databaseittblems.

With regard to other types of anthropogenic VOQ® priority is probably collecting and
evaluating available data concerning relative S@Anftion potentials of individual compounds, and
determining the priorities for further studies cergng how to best evaluate SOA formation potestial
for previously unstudied compounds and represegit #ffects on SOA formation in models. Existing
empirical data may be adequate for at least painthe most important compounds, but probably a
standard experimental approach, perhaps analogotisetincremental reactivity experiments used to
develop mechanisms for ozone reactivity scalesCseter, 2010a and references therein), will nedukt
developed for screening SOA formation potentialgl,aif necessary, developing and evaluating
mechanisms in the model for calculating SOA foromapotentials. We recommend an initial screening
study to evaluate available data and models arahmeend how best to proceed. Ideally it could inelud
resources for experiments to investigate experiahesgpproaches, though this could be reserved to a
second phase for this project. The next phase woeilth use the recommended methods to develop and
improve SOA mechanisms for VOCs in emissions invees$ that are known or suspected to contribute
to atmospheric SOA.

How to seamlessly link gas-phase chemistry and S@vnation without demanding an
unacceptable amount of computational resourcesadthar issue that needs to be addressed. The Igmpin
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approach used in current SAPRC and other mecharasenprobably not optimum for SOA modeling,
and additional model species and less lumping oftednVOCs is needed. However, beyond a certain
point the additional model species and mechaniitail just add complexity and computing time
without significantly improving model accuracy, esfally considering the many other uncertainties
involved. Mechanisms with varying levels of detadled to be implemented in the 3-D models used by
regulatory agencies and their predictions neecetodmpared. This would give us at least an idehef
point of diminishing returns with regard to mectsmnidetail, and guide mechanism developers on the
appropriate level of detail for airshed model aggtions. Note that this would require developingeno
detailed versions of the existing mechanisms tweesas the standard against which the more condensed
mechanisms can be compared. Of course, theseedetaiéchanisms would need to be at least as
consistent with the available data as the condemsechanism developed for this project, and the
condensed mechanisms whose predictions are compéttedhe detailed versions need to be derived
from those detailed mechanisms in a chemically isterst manner. Otherwise, the comparisons of model
outputs would be looking at effects of using diffetr chemistries, not looking at effects of cond&osa.

Uncertainties in SOA-related chamber effects, aotcerning the best way to represent
absorption and nucleation processes when modeliagioer experiments, affect SOA mechanisms that
are derived from chamber data to an extent thdiffisult to determine. The large variability on @ity
of model fits when simulating multiple experimerits a concern, and it may be due to chamber
characterization or modeling methods problems. pgroach used in this work to represent absorption
and nucleation processes and wall effects neebls todependently reviewed by experts in the physics
particle formation, and have them either approvanake recommendations for how to improve our
modeling methods, and to recommend what types éraxents might be useful to test the approach we
use and to better understand the uncertaintiebi@nwdo reduce them.

Intercomparisons ofvell-characterized experiments carried out at different laboratorée
needed to further assess the potential importarfcehamber artifacts of possible experimental
methodology problems at different laboratories. sThiould include conducting needed control and
characterization experiments as well as represeatagxperiments used for SOA mechanism
development. The causes of the variability of tikAS]ata need to be better understood, and resiults o
such intercomparisons may be revealing.

Because of the importance of gas-particle pariitigin modeling SOA formation, the scientific
soundness and appropriateness of the absorptitiiquang assumptions need to be further evaluated
both experimentally and theoretically. In additiompre accessible and scientifically sound methods f
deriving or estimating partitioning coefficientsnda how they vary with temperature and other
environmental factors, are needed. This may reaigveloping improved methods for actually measuring
gas-particle partitioning coefficients, and cerirwill require improved theoretical or empirical
methods. Estimation procedures that are off by rerd¢ magnitude are not useful and need to be
modified or replaced, using empirically derivedgraeters if needed.

Finally, work needs to continue in chamber and flatmry studies to characterize the chemical
identity and properties of SOA formed from aromsitand other compounds to determine the details of
the reaction mechanism actually responsible foir termation. For aromatics, further chemical
characterization and mechanistic and product studiee still needed concerning the gas-phase
mechanism. Deriving condensed and semi-empiricehar@isms with parameters adjusted to fit chamber
may be necessary to develop the predictive meammanikat airshed model users need now, but in the
long run we need to understand the details of tteah chemical processes so that we can model them
predictively with a mechanism based on this undeding. This may take many years, but eventuaéy th
improved scientific validity and predictive accuyaaf the models and the other benefits of the sifien
knowledge we obtain, such as knowing the actuakfaf the emitted compounds and how they impact
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the environment and public health, will be well Wothe effort. In the meantime, the insights olddias
such studies proceed should result in improved eoseld mechanisms and parameterizations that have
better predictive capability and less uncertainhewused in atmospheric models.
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APPENDIX A. SUPPLEMENTARY MATERIALS

Table A-1. Summary of environmental chamber expeni® carried out for this project.
Side A (see below for codes) Side B
Date Run No. CodeDescription CodeDescription
5/16/09 1013 0 CO-Air 0 CO-Air
5/25/09 1017 0 Pure Air 0 Pure Air
6/6/09 1024 1 26M-PHEN - H202 1 M-XYLENE - H202
8/30/09 Reactors Changed
9/1/09 1033 0 Pure Air 0 Pure Air
1/5/10 1091 1 M-XYLENE - NOx 1 M-XYLENE - NOx
1/6/10 1092 1 M-XYLENE - NOx 1 M-XYLENE - NOx
1/12/10 1095 4 TOLUENE - NOx 4 TOLUENE - NOx
1/13/10 1096 4 TOLUENE - NOx 4 TOLUENE - NOx
1/14/10 1097 1 M-XYLENE - NOx 1 M-XYLENE - NOx
1/15/10 1098 1 TOLUENE - NOx 1 TOLUENE - NOx
1/17/10 1099 4 TOLUENE - NOx 7 TOLUENE - NOx
1/19/10 1100 4 TOLUENE - NOx - CO 4 TOLUENE - NOx - CO
1/20/10 1101 1 TOLUENE - NOx 1 TOLUENE - NOx
1/21/10 1102 1 TOLUENE - NOx 1 TOLUENE - NOx
1/22/10 1103 0 CO -NOx 0 CO -NOx
1/26/10 1105 4  M-XYLENE - NOx 1 M-XYLENE - NOx
1/27/10 1106 7 TOLUENE - NOx 7 TOLUENE - NOx
1/28/10 1107 7 TOLUENE - NOx 7 TOLUENE - NOx
1/30/10 1109 0 Pure Air 0 Pure Air
1/31/10 1110 0 Pure Air 0 Pure Air
2/7/10 1117 1 124-TMB - NOx 1 124-TMB - NOx
2/9/10 1119 1 124-TMB - NOx 1 124-TMB - NOx
2/18/10 1123 1 124-TMB - NOx 1 124-TMB - NOx
2/19/10 1124 0 CO-Air 0 CO-Air
2/21/10 1126 1 124-TMB - NOx 1 124-TMB - NOx
2/25/10 1129 7 124-TMB - NOx 7 124-TMB - NOx
3/6/10 1134 1 24M-PHEN - H202 1 M-XYLENE - H202
3/7/10 1135 1 124-TMB - NOx - H202 1 124-TMB - NOx - H202
3/13/10 1141 1 BENZENE - H202 1 TOLUENE - H202
3/14/10 1142 1 C2-BENZ - NOx 7 C2-BENZ - NOx
3/16/10 1144 0 Pure Air 0 Pure Air
3/18/10 1146 5 C2-BENZ - NOx 1 C2-BENZ - NOx
3/19/10 1147 1 C2-BENZ - NOx 1 C2-BENZ - NOx
3/21/10 1149 1 BENZENE - H202 1 TOLUENE - H202
3/23/10 1151 1 M-ET-TOL - NOx 4 M-ET-TOL - NOx
3/25/10 1153 1 135-TMB - NOx 1 135-TMB - NOx
3/26/10 1154 1 135-TMB - H202 1 135-TMB - H202
3/27/10 1155 4 135-TMB - H202 4 135-TMB - H202
3/28/10 1156 1 135-TMB - NOx 1 135-TMB - NOx
3/31/10 1158 1 123-TMB - NOx 1 123-TMB - NOx
4/3/10 1161 1 BENZENE - H202 1 BENZENE - H202
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Table A-1 (continued)

Date Run No Side A (see below for codes) Side B

" CodeDescription CodeDescription
4/4/10 1162 1 123-TMB - NOx 1 123-TMB - NOx
4/7/10 1165 0 CO - NOx 0 CO-NOx
4/8/10 1166 0 Pure Air 0 Pure Air
4/10/10 1168 2 Butylamine - H202 1 O-ET-TOL - NOx
4/11/10 1169 0 Pure Air 0 Pure Air
4/12/10 1170 0 Pure Air 0 Pure Air
5/1/10 Reactors Changed
5/2/10 1173 0 Pure Air 0 Pure Air
5/5/10 1175 1 M-XYLENE - NOx 1 M-XYLENE - NOx
5/9/10 1179 1 O-ET-TOL - NOx 1 O-ET-TOL - NOx
5/10/10 1180 1 24M-PHEN - H202 1 M-XYLENE - H202
5/19/10 1185 0 Pure Air 0 Pure Air
6/4/10 1189 0 H202 - Air 0 H202 - Air
6/5/10 1190 1 M-XYLENE - NOx 1 M-XYLENE - NOx
6/6/10 1191 1 M-XYLENE - NOx 1 M-XYLENE - NOx
6/7/10 1192 1 M-XYLENE - NOx 1 M-XYLENE - NOx
6/9/10 1193 1 M-XYLENE - NOx 1 M-XYLENE - NOx
6/10/10 1194 1 P-ET-TOL - NOx 1 P-ET-TOL - NOx
6/11/10 1195 1 BENZENE - NOx - H202 1 BENZENE - NOx
6/14/10 1197 1 P-ET-TOL - NOx 1 P-ET-TOL - NOx
6/16/10 1199 1 M-ET-TOL - NOx 1 M-ET-TOL - NOx
6/20/10 1202 1 O-ET-TOL - NOx 1 O-ET-TOL - NOx
6/25/10 1205 1 M-ET-TOL - H202 1 M-ET-TOL - H202
6/26/10 1206 1 PHENOL - H202 1 PHENOL - H202
6/29/10 1209 1 M-XYLENE - H202 3 M-XYLENE - H202
7/1/10 1211 1 M-ET-TOL - H202 1 M-ET-TOL - H202
7/2/10 1212 1 M-XYLENE - H202 1 M-XYLENE - H202
7/6/10 1214 1 P-ET-TOL - NOx 1 P-ET-TOL - NOx
7/7/10 1215 1 O-ET-TOL - NOx 1 O-ET-TOL - NOx
7/9/10 1217 1 PHENOL - H202 1 PHENOL - H202
7/10/10 1218 1 M-ET-TOL - H202 1 M-ET-TOL - H202
7/11/10 1219 1 PHENOL - NOx 1 PHENOL - NOx
7/14/10 1222 1 M-ET-TOL - NOx 1 M-ET-TOL - NOx
7/15/10 1223 1 BENZENE - NOx 1 BENZENE - NOx
7/18/10 1225 1 BENZENE - H202 1 BENZENE - H202
7/19/10 1226 1 M-ET-TOL - NOx 1 M-ET-TOL - NOx
7/20/10 1227 1 P-ET-TOL - H202 1 P-ET-TOL - H202
7122/10 1229 1 P-ET-TOL - NOx 1 P-ET-TOL - NOx
7/24/10 1230 0 H202 - Air 0 H202 - Air
7/25/10 1231 1 BENZENE - NOx 4 BENZENE - NOx
7/26/10 1232 1 M-ET-TOL - NOx 4 M-ET-TOL - NOx
7127/10 1233 1 O-ET-TOL - NOx 1 O-ET-TOL - NOx
7/31/10 1236 1 BENZENE - NOx 1 BENZENE - NOx
8/1/10 1237 1 BENZENE - NOx 1 BENZENE - NOx
8/2/10 1238 1 24M-PHEN - H202 1 24M-PHEN - H202
8/3/10 1239 1 P-ET-TOL - H202 1 P-ET-TOL - H202
8/4/10 1240 1 26M-PHEN - H202 1 26M-PHEN - H202
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Table A-1 (continued)

Side A (see below for codes)

Side B

Date Run No. CodeDescription CodeDescription

8/7/10 1242 1 O-ET-TOL - H202 1 O-ET-TOL - H202
8/8/10 1243 1 35M-PHEN - H202 1 35M-PHEN - H202
8/9/10 1244 1 M-XYLENE - H202 4 M-XYLENE - H202
8/10/10 1245 1 N-C3-BEN - NOx 4 N-C3-BEN - NOx
8/12/10 1246 1 N-C3-BEN - NOx 6 N-C3-BEN - NOx
8/13/10 1247 1 I-C3-BEN - NOx 1 [-C3-BEN - NOx
8/14/10 1248 1 M-XYLENE - H202 1 M-XYLENE - H202
8/18/10 1250 4 |-C3-BEN - NOx 4 |-C3-BEN - NOx
8/19/10 1251 1 O-CRESOL - H202 1 TOLUENE - H202
8/21/10 1252 1 O-CRESOL - H202 1 O-CRESOL - H202
8/22/10 1253 1 [|-C3-BEN - NOx 1 [-C3-BEN - NOx
8/26/10 1255 1 M-CRESOL - H202 1 M-CRESOL - H202
8/26/10 1256 1 N-C3-BEN - H202 1 N-C3-BEN -H202
8/28/10 1258 1 P-CRESOL - H202 1 P-CRESOL - H202
8/29/10 1259 4  Pure Air 4  Pure Air

8/30/10 1260 1 O-CRESOL - NOx 1 O-CRESOL - NOx
9/4/10 1265 1 I-C3-BEN - H202 1 [-C3-BEN - H202
9/5/10 1266 1 TOLUENE - H202 1 O-CRESOL - H202
9/8/10 1269 1 N-C3-BEN - H202 1 N-C3-BEN - H202
9/12/10 1273 1 PHENOL - NOx 1 PHENOL - NOx
9/13/10 1274 1 I-C3-BEN - H202 1 [-C3-BEN - H202
9/14/10 1275 1 24M-PHEN - NOx 1 24M-PHEN - NOx
9/16/10 1277 1 24M-PHEN - NOx 1 24M-PHEN - NOx
9/17/10 1278 1 124-TMB -H202 1 124-TMB - H202
9/18/10 1279 1 O-CRESOL - NOx 1 O-CRESOL - NOx
9/29/10 1284 0 H202 - air 0 H202 - Air

10/1/10 1285 0 H202 - air 0 H202 - Air

10/3/10 1287 1 123-TMB - H202 1 123-TMB - H202
10/5/10 1289 2 PHENOL - N205 5 PHENOL - NOx
10/6/10 1290 1 P-CRESOL - H202 1 TOLUENE - H202
10/8/10 1292 1 124-TMB - H202 1 124-TMB - H202
10/9/10 1293 4 CATECHOL - H202 4 CATECHOL - H202
10/10/10 1294 1 C2-BENZ-H202 1 C2-BENZ-H202
10/12/10 1296 1 C2-BENZ -H202 1 C2-BENZ-H202
10/14/10 1298 1 135-TMB - H202 1 135-TMB - H202
10/18/10 1301 4 P-XYLENE - H202 4 P-XYLENE - H202
10/21/10 1304 1 P-XYLENE - H202 1 P-XYLENE - H202
11/1/10 1308 1 P-XYLENE - NOx 1 P-XYLENE - NOx
11/2/10 1309 4  Pure Air 4 Pure Air

11/3/10 1310 1 O-XYLENE - H202 1 O-XYLENE - H202
11/6/10 1312 1 P-CRESOL - H202 1 P-CRESOL - H202
11/7/10 1313 1 O-XYLENE - H202 1 O-XYLENE - H202
11/8/10 1314 1 CATECHOL - H202 1 CATECHOL - H202
11/9/10 1315 1 O-XYLENE - NOx 1 O-XYLENE - NOx
11/14/10 1320 4 O-XYLENE - NOx 4 O-XYLENE - NOx
11/16/10 1321 4  O-XYLENE - NOx 4  O-XYLENE - NOx
11/18/10 1323 0 Pure Air 0 Pure Air
11/23/10 1326 1 O-ET-TOL - H202 1 O-ET-TOL - H202
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Table A-1 (continued)

Side A (see below for codes)

Side B

Date Run No. CodeDescription CodeDescription
11/29/10 1329 4 135-TMB - NOx 4 135-TMB - NOx
11/30/10 1330 4 123-TMB - NOx 4 123-TMB - NOx
12/5/10 1333 8 BENZENE - H202 8 BENZENE - H202

1/6/11 1350 1 O-CRESOL - NOx 1 O-CRESOL - NOx
1/8/11 1351 0 CO - NOx 0 CO-NOx

1/9/11 1352 1 124-TMB - NOx 1 124-TMB - NOx
1/11/11 1354 4 124-TMB - NOx 4 124-TMB - NOx
1/13/11 1356 1 124-TMB - NOx 1 124-TMB - NOx
3/2/11 1374 1 124-TMB - NOx 1 124-TMB - NOx
3/10/11 1380 8 124-TMB - NOx 1 124-TMB - NOx
3/12/11 1381 8 123-TMB - NOx 8 123-TMB - NOx
3/21/11 1389 4 O-XYLENE - H202 1 O-XYLENE - H202
3/25/11 1390 4 H202 - Air 4 H202 - Air

4/10/11 1406 1 O-ET-TOL - H202 1 O-ET-TOL - H202
4/16/11 1412 1 24M-PHEN - H202 8 M-XYLENE - H202
4/17/11 1413 1 O-ET-TOL - NOx 1 O-ET-TOL - NOx
4/20/11 1416 1 M-ET-TOL - H202 1 M-ET-TOL - H202
4/25/11 1421 1 M-ET-TOL - NOx 1 M-ET-TOL - NOx
4/28/11 1424 1 PHENOL - H202 1 M-XYLENE - H202
4/30/11 1426 1 N-C3-BEN - H202 1 N-C3-BEN - H202
5/1/11 1427 1 O-CRESOL - H202 8 M-XYLENE - H202
5/6/11 1432 1 P-XYLENE - NOx 1 P-XYLENE - NOx
5/11/11 1437 1 O-XYLENE - NOx 1 O-XYLENE - NOx

Notes: All experiments are irradiation experimefisllowing codes indicate if and how the experiment

were used for mechanism evaluation, or why theyewet used, if applicable.

Code _Description

0 Modeled as a characterization experiment. Semusigon of "Characterization Results" later in
this section.

1 Used for mechanism evaluation. See the discusditime mechanism evaluation experiments in
the following section, and the section on Mecharksraluation Results later in this report.

2 This run was not modeled either because it igeletant to this project or modeling this type of
experiment is beyond the scope of the present mézhavaluation.

3 This run was not modeled because the results suitar to another run that was judged to have
higher data quality.

4  The results for both reactors were rejected fodefing because of instrumental or operational
problems or missing data.

5  This run was not used for mechanism evaluatiaralee the experiment had atypical PM data
compared to most other runs of this type

6  This run was not used for SOA mechanism evalndbiecause the PM yields were too low to
determine wall loss rates and all of the other muitls this type had data needed to compute wall
loss rates.

7  This run was not used for mechanism evaluatiaralee the model calculated that background

PM formed from apparent offgasing of PM precursoys the chamber walls contributed unduly
to the total PM formed in the experiment. In patée, the PM calculated by assuming no
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Table A-1 (continued)

background PM from wall effects (i.e., WallPMparm=@as lower than 60% of the PM
calculated using the standard wall model.

8 This run was not used for the final mechanismuaten because a sufficient number of similar
experiments were judged to be suitable for mechawigaluation and the preliminary evaluation
results for this experiment were sufficiently atygdiof evaluation results for similar experiments
that experimental or characterization problemssaspected.
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Table A-2.

List of all characterization experimentsose data were used to develop or evaluate the
chamber characterization model for this project.

Initial Concentration (ppm)

Best Fit (ppt) [a]

Run Type NO, H,0, CO Acetald. RN-l WallPMparm
First set of reactors used for SOA evaluation exrpents

EPAO87A  CO - Air 75 17.0

EPAO87B  CO - Air 75 11.0

EPA103A  CO - NOx 0.026 46 27.0

EPA103B  CO - NOx 0.027 46 17.0

EPA112A  CO - Air 100 25.0

EPA112B  CO - Air 101 8.0

EPA140A  CO - NOx 0.023 44 15.0

EPA140B  CO - NOx 0.023 44 11.0

EPA160A CO - Air 95 18.0

EPA160B  CO - Air 95 12.0

EPA172A  Pure Air 1.9 12.7

EPA172B  Pure Air 1.3

EPA173A  CO - Air 45 10.0

EPA173B  CO - Air 42 8.5

EPA174A  CO - NOx 0.023 47 12.0

EPA174B  CO - NOx 0.023 47 8.0

EPA184A  CO - NOx 0.012 23 23.0

EPA184B  CO - NOx 0.012 24 18.0

EPA185A  Pure Air 17.8 5.7

EPA185B  Pure Air 16.0 11

EPA205A CO - Air 44 10.0

EPA205B  CO - Air 45 7.0

EPA221A  Pure Air 21.6 3.1

EPA221B  Pure Air 20.5 0.9

EPA228A  CO - NOx 0.025 46 8.5

EPA228B  CO - NOx 0.025 46 6.0

EPA234A  CO - NOx 0.025 45 7.5

EPA234B  CO - NOx 0.026 45 5.0

EPA251A CO - Air 45 15.0

EPA251B  CO - Air 45 10.0

EPA285A  CO - Air 47 12.5

EPA285B  CO - Air 48 8.0

EPA295A  Pure Air 21.3 2.7

EPA295B  Pure Air 3.3 0.8

EPA306A  CO - NOx 0.022 47 9.0

EPA306B  CO - NOx 0.022 47 4.5

EPA307A  Pure Air 19.1 2.2

EPA307B  Pure Air 10.0 0.9

EPA311A  Pure Air 7.6 3.3

EPA311B  Pure Air 10.0 1.3

EPA312A  Pure Air 2.7 4.0

EPA312B  Pure Air 1.9 0.3

EPA317A  Pure Air 4.8 4.1
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Table A-2 (continued)

Initial Concentration (ppm)

Best Fit (ppt) [a]

Run Type NO, H,0, CO Acetald. RN-l WallPMparm
EPA317B  Pure Air 4.9 0.2
EPA327B Pure Air 16.0 0.3
EPA336A  Pure Air 2.4 4.7
EPA336B  Pure Air 0.5
Reactors Replaced
EPA338A  Pure Air 34 3.7
EPA338B Pure Air 1.8 0.8
EPA339A  Pure Air 2.4 2.1
EPA339B  Pure Air 1.8 0.5
EPA340A  Pure Air 0.6
EPA344A  CO - Air 49 1.0
EPA344B  CO - Air 55 2.0
EPA345A  CO - NOx 0.027 48 3.3
EPA345B  CO - NOx 0.028 48 2.3
EPA346A  CO - NOx 0.027 46 3.3
EPA346B  CO - NOx 0.027 48 3.3
EPA347B Pure Air 4.8 0.1
EPA362A  CO - NOx 0.021 33 8.0
EPA362B  CO - NOx 0.021 33 5.7
EPA384A  Pure Air 6.3 5.5
EPA384B Pure Air 8.7 0.5
EPA401A  CO - NOx 0.029 49 8.0
EPA401B  CO - NOx 0.029 50 5.0
EPA405A  CO - Air 83 5.0
EPA405B  CO - Air 83 8.0
EPA407A  Pure Air 10.0 2.6
EPA407B Pure Air 4.7 0.3
EPA411A  CO - NOx 0.027 50 25.0
EPA411B  CO - NOx 0.027 50 15.0
EPA437A  CO - NOx 0.028 42 5.0
EPA437B  CO - NOx 0.029 42 3.0
Reactors Replaced
EPA523A  Pure Air 16.0 2.8
EPA537A  CO - NOx 0.015 35 6.0
EPA537B  CO - NOx 0.015 36 5.0
EPA578A  Pure Air 0.0
EPA578B  Pure Air 0.0
EPAS582A  Pure Air 5.2 4.3
EPA582B Pure Air 4.9 5.2
EPA585A  CO - NOx 0.024 50 8.0
EPA585B  CO - NOx 0.025 51 10.0
EPAG01A  CO - Air 49 9.0
EPA601B  CO - Air 50 10.0
Reactors Replaced
EPA719A CO - Air 57 20.0
EPA719B  CO - Air 58 20.0
EPA729A  CO - NOx 0.024 42 12.0
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Table A-2 (continued)

Initial Concentration (ppm)

Best Fit (ppt) [a]

Run Type NO, H,0, CO Acetald. RN-l WallPMparm
EPA729B CO - NOx 0.024 42 12.0
EPA730A Pure Air 10.0 0.8
EPA730B Pure Air 13.8 0.1
EPA739A  Pure Air 3.8
EPA739B Pure Air 5.7
EPA740A Pure Air 3.3
EPA740B Pure Air 1.9
EPA741A  CO - NOx 0.024 63 6.0
EPA741B CO - NOx 0.025 64 8.0
EPA744A  Pure Air 2.9
EPA744B Pure Air 2.4
EPA745A Pure Air 1.0
EPA745B Pure Air 1.4
EPA746A  Pure Air 3.0
EPA746B Pure Air 3.0
EPA747A Pure Air 2.0
EPA747B Pure Air 2.1
EPA777A  CO - NOx 0.025 49 17.0
EPA777B CO - NOx 0.025 50 11.0
EPA778A  Pure Air 16.0 0.3
EPA778B Pure Air 16.0 0.2
EPA786A  CO - Air 49 20.0
EPA786B CO - Air 50 18.0
EPA787B Pure Air 0.1
EPA788B Pure Air 18.8 0.2
EPA801B Pure Air 16.0 0.6
EPA802A  Pure Air 28.0 1.4
EPA802B Pure Air 13.0 0.9
EPABOBA  CO - NOx 0.023 62 22.0
EPA809A Pure Air 21.1 0.4
EPA809B Pure Air 6.3 0.5
EPA810A Pure Air 19.2 1.1
EPA810B Pure Air 6.3 0.2
EPA811A  Pure Air 35 1.0
EPA811B Pure Air 0.3
EPA846A Pure Air 4.6
EPA846B Pure Air 5.6
EPA848A  Pure Air 6.0
EPA848B Pure Air 28.8 1.1
Reactors Replaced
EPA8G1A Pure Air 2.2
EPA861B Pure Air 1.1
EPA862A  Pure Air 1.7 2.3
EPA862B Pure Air 2.4 2.0
EPA863A  CO - Air 51 5.0
EPA863B CO - Air 51 5.0
EPA86G4A Pure Air 1.2 0.3
EPA864B Pure Air 2.0 0.2
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Table A-2 (continued)

Run

Type

Initial Concentration (ppm)

Best Fit (ppt) [a]

NO, H,O, CcoO Acetald. RN-I WallPMparm
EPA8G5A  Pure Air 16.0 1.5
EPA865B Pure Air 3.7 0.6
EPA874A Pure Air 0.3
EPA874B Pure Air 304 0.4
EPA886A  CO - NOx 0.022 42 15.0
EPA886B CO - NOx 0.023 44 15.0
EPA935A  Pure Air 7.5 1.4
EPA935B Pure Air 13.4 1.1
EPA945A  CO - NOx 0.026 48 10.0
EPA945B CO - NOx 0.026 49 10.0
EPA946A  CO - Air 39 15.0
EPA946B CO - Air 40 15.0
EPA971A  CO - NOx 0.022 39 1.0
EPA971B CO - NOx 0.022 36 2.0
EPA979A Pure Air 4.9 0.1
EPA979B Pure Air 3.9 0.2
EPA982A  CO - Air 36 10.0
EPA982B CO - Air 36 10.0
EPA1004A CO - NOx 0.022 42 6.0
EPA1004B CO - NOx 0.021 42 8.0
EPA1013A CO - Air 47 10.0
EPA1013B CO - Air 46 10.0
EPA1017A Pure Air 16.0 0.9
EPA1017B Pure Air 10.0 0.5
EPA1033A Pure Air 2.0 0.3
EPA1033B Pure Air 3.1 0.3

Reactors Replaced

EPA1076A CO - Air 55 25.0
EPA1076B CO - Air 55 15.0
EPA1103A CO - NOx 0.022 40 21.0
EPA1103B CO - NOx 0.023 40 14.0
EPA1109A Pure Air 31.6 0.2
EPA1109B Pure Air 19.4 0.2
EPA1110A Pure Air 32.2 0.1
EPA1110B Pure Air 20.4 0.1
EPA1124A CO - Air 31 8.0
EPA1124B CO - Air 31 8.0
EPA1144A Pure Air 16.0 2.3
EPA1144B Pure Air 10.0 0.9
EPA1165A CO - NOx 0.024 36 15.0
EPA1165B CO - NOx 0.024 36 10.0
EPA1166A Pure Air 6.3 0.2
EPA1166B Pure Air 5.0 0.1
EPA1169A Pure Air 5.0 0.7
EPA1169B Pure Air 22.0 0.1
EPA1170A Pure Air 4.8 0.2
EPA1170B Pure Air 10.0 0.0
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Table A-2 (continued)

Run

Type

Initial Concentration (ppm)

Best Fit (ppt) [a]

NO, H,O, CcoO Acetald. RN-I WallPMparm
Reactors Replaced

EPA1172A Pure Air 1.3 0.8
EPA1172B Pure Air 2.0 0.6
EPA1173A Pure Air 0.3
EPA1173B Pure Air 1.2 0.3
EPA1185A Pure Air 4.3
EPA1185B Pure Air 3.8
EPA1187A Pure Air 4.8 0.8
EPA1187B Pure Air 6.3 0.9
EPA1188A Pure Air 4.8 0.6
EPA1188B Pure Air 4.8 0.8
EPA1189A H202 - Air 2.0 2.9 0.5
EPA1189B H202 - Air 2.0 35 0.5
EPA1230A H202 - Air 0.5 12.0 0.2
EPA1230A H202 - Air 0.5 12.0 0.2
EPA1230B H202 - Air 0.5 11.0 0.1
EPA1230B H202 - Air 0.5 11.0 0.1
EPA1284A H202 - Air 1.0 4.6 0.2
EPA1284B H202 - Air 1.0 35 0.8
EPA1285A H202 - Air 1.0 2.9 0.1
EPA1285B H202 - Air 1.0 3.1 0.2
EPA1323A Pure Air 10.0 0.0
EPA1323B Pure Air 10.0 0.0
EPA1390A H202 - Air 3.0 5.0

EPA1390B H202 - Air 1.5 5.0

EPA1429A H202-CO 0.5 45 3.0
EPA1429B H202-CO 0.5 45 3.0
EPA1431A H202-CO 0.5 49 2.0
EPA1431B H202-CO 0.5 49 2.5
EPA1434A Acetald. - H202 0.5 0.52 3.0
EPA1434B Acetald. - H202 0.5 0.52 4.0
EPA1447B Acetald. - H202 0.5 0.40 10.0
EPA1456A CO - NOx 0.016 49 13.0
EPA1456B CO - NOx 0.015 50 7.0

[a] Values of chamber wall characterization pararsethat best fit the data. The "RN-I" parametehés
ratio of the HONO offgasing rate to the NPhotolysis rate that is adjusted to fit the rateN®
oxidation and @ formation in radical source characterization ekpents or the amount of ;O
formation in the NQ offgasing experiments. The "WallPMparm" paraméte¢he rate of background
SOP precursor relative to the BlPhotolysis rate. See the "Characterization Résalstion for a
more complete discussion of these parameters amndh®y were derived and used.
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Table A-3. List of experiments used for SOA mechkanévaluation in this work.
Run Tvoe Reactants added (ppm) ~ |jght Char Hours Final
yp Arom. NO, H,O, Other [a] [b] Run PM [c]
Benzene
EPA1236B NOXx 0.93 0.151 BI-2 9 6 17
EPA1237A NOx 0.44 0.042 BI-2 9 7 32
EPA1237B NOXx 0.45 0.021 BI-2 9 6 36
EPA412B NOXx 2.93 0.022 BI-1 4 6 38
EPA1223B NOXx 0.97 0.119 BI-2 9 5 59
EPA1195B NOXx 1.01 0.046 BI-2 9 6 60
EPA1231A NOXx 0.95 0.100 BI-2 9 6 69
EPA1236A NOXx 0.93 0.054 BI-2 9 6 74
EPA1223A NOXx 0.97 0.059 BI-2 9 6 89
EPA1195A NOx- H202 1.01 0.047 0.20 BI-2 9 8 95
EPA1161B H202 0.53 5.1 BI-2 8 4 17
EPA1141A H202 0.49 1.50 BI-2 8 7 24
EPA1149A H202 0.49 5.0 BI-2 8 6 24
EPA1225B H202 0.96 1.02 BI-2 9 5 28
EPA1225A H202 0.96 2.0 BI-2 9 6 59
EPA1161A H202 1.03 5.1 BI-2 8 6 62
EPA412A NOx-CO 2.93 26 BI-1 4 5 3
Toluene
EPA1098B NOXx 0.084 0.030 Bl-1 8 6 3
EPA1098A NOx 0.084 0.016 Bl-1 8 9 8
EPA1102A NOXx 0.076  0.043 BI-2 8 7 15
EPA1102B NOXx 0.076  0.032 BI-2 8 7 16
EPA1101B NOXx 0.079  0.009 BI-2 8 6 16
EPA1101A NOx 0.079 0.019 BI-2 8 8 21
EPA289B NOXx 0.22 0.025 BI-1 3 7 27
EPA443A NOXx 0.170 0.031 Arc 4 6 32
EPA210B NOXx 0.26 0.093 Arc 3 6 42
EPA210A NOXx 0.26 0.042 Arc 3 6 44
EPA443B NOXx 0.36 0.099 Arc 4 5 53
EPA1251B H202 0.084 1.02 Bl-2 9 4 12
EPA1266A H202 0.104 1.02 BI-2 9 4 12
EPA1149B H202 0.082 5.0 BI-2 8 3 12
EPA1141B H202 0.085 1.50 BI-2 8 4 14
EPA1290B H202 0.43 1.02 BI-2 9 6 61
EPA289A NOXx - Ethane 0.22 25 BI-1 3 8 6
EPA1436A NOXx - Propene 0.39 0.43 BI-2 9 5 15
EPA1407A NOXx - Ethene 0.34 0.84 BI-2 9 6 2
EPA1443A NOXx - Propene 0.41 0.31 BI-2 9 7 7
Ethyl Benzene
EPA1142A NOXx 0.100 0.047 BI-2 8 6 15
EPA1146B NOXx 0.100 0.034 BI-2 8 6 16
EPA1147A NOXx 0.34 0.099 BI-2 8 5 53
EPA1147B NOXx 0.34 0.047 BI-2 8 5 58
EPA1294B H202 0.045 1.02 BI-2 9 6 15
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Table A-3 (continued)

Reactants added (ppm) Light Char Hours Final
Run Type
Arom. NGO, HO, [a] [b] Run PM [c]
EPA1296B H202 0.046 BI-2 9 5 20
EPA1294A H202 0.100 BI-2 9 6 23
EPA1296A H202 0.100 BI-2 9 6 38
m-Xylene
EPA222B NOXx 0.054 0.125 BI-1 3 10 2
EPA1091B NOXx 0.058 0.024 BI-1 8 6 4
EPA764B NOXx 0.068 0.071 BI-1 6 10 4
EPA1091A NOXx 0.055 0.024 BI-1 8 6 4
EPA186B NOXx 0.054 0.093 Arc 3 5 6
EPA219A NOXx 0.054 0.010 BI-1 3 6 7
EPA219B NOXx 0.055 0.010 BI-1 3 6 7
EPA1193B NOXx 0.070 0.045 BI-1 9 7 8
EPA217B NOx 0.039 0.010 BI-1 3 10 8
EPA764A NOXx 0.071  0.069 BI-1 6 17 8
EPA365B NOXx 0.053 0.070 Arc 4 5 9
EPA293A NOx 0.051 0.022 BI-1 3 7 9
EPA288A NOXx 0.055 0.018 BI-1 3 8 9
EPA1193A NOXx 0.071  0.045 BI-1 9 7 9
EPA758B NOXx 0.076 0.012 BI-1 6 10 10
EPA154B NOXx 0.063 0.061 BI-1 3 7 10
EPA396A NOXx 0.053 0.022 BI-1 4 6 10
EPA1192B NOx 0.077 0.044 BI-1 9 7 10
EPA1191B NOXx 0.084 0.046 BI-1 9 8 10
EPA1192A NOXx 0.077 0.042 BI-1 9 7 10
EPA1191A NOXx 0.080 0.052 BI-1 9 8 11
EPA1175B NOXx 0.084 0.051 BI-1 9 8 11
EPA419A NOXx 0.26 0.499 BI-1 4 9 11
EPA758A NOXx 0.077 0.011 BI-1 6 10 11
EPA290A NOx 0.059 0.026 BI-1 3 10 13
EPA820A NOXx 0.078 0.021 BI-1 6 14 13
EPA164B NOXx 0.068  0.047 BI-1 3 8 14
EPA749B NOXx 0.076 0.051 BI-1 6 11 15
EPA1175A NOXx 0.085 0.051 BI-1 9 8 17
EPA164A NOXx 0.068  0.047 BI-1 3 8 18
EPA749A NOXx 0.076  0.050 BI-1 6 13 19
EPA249B NOx 0.155 0.247 BI-1 3 11 20
EPA365A NOXx 0.053 0.022 Arc 4 6 21
EPA1190A NOXx 0.070 0.046 BI-2 9 8 22
EPA249A NOx 0.155 0.246 BI-1 3 12 22
EPA1190B NOx 0.077  0.047 BI-2 9 8 27
EPA983A NOXx 0.28 0.077 BI-1 7 7 41
EPA1092B NOx 0.31 0.090 BI-1 8 6 50
EPA149A NOXx 0.082 0.056 Arc 3 7 50
EPA149B NOXx 0.164 0.054 Arc 3 8 63
EPA1092A NOXx 0.29 0.090 BI-1 8 9 69
EPA558A NOXx 0.132 0.082 Arc 5 8 69
EPA556A NOXx 0.160 0.078 Arc 5 11 107

142



Table A-3 (continued)

RUN Tvpe Reactants added (ppm) Light Char Hours Final
yp Arom. NO, H,O, Other [a] [b] Run PM [c]
EPA556B NOXx 0.159 0.079 Arc 5 11 116
EPA410B NOXx 0.52 0.137 BI-1 4 6 131
EPA247A NOXx 0.40 0.475 BI-1 3 10 133
EPA410A NOx 0.52 0.137 BI-1 4 6 134
EPA247B NOx 0.40 0.478 BI-1 3 11 138
EPA1097B NOXx 0.59 0.196 BI-1 8 6 150
EPA1097A NOXx 0.57 0.196 BI-1 8 9 163
EPA469B H202 0.051 0.30 BI-1 4 6 6
EPA510B H202-CO 0.041 1.71 BI-1 5 10 8
EPA510A H202 0.041 0.57 BI-1 5 10 8
EPA469A H202 0.053 0.30 BI-1 4 8 11
EPA471A H202 0.106 0.50 BI-1 4 11 12
EPA1248A H202 0.32 1.02 BI-2 9 2 14
EPA526B H202 0.050 1.71 BI-1 5 10 16
EPA471B H202 0.102 0.50 BI-1 4 12 16
EPA750B H202 0.071 1.17 BI-1 6 10 24
EPA476A H202 0.054 1.00 BI-1 4 11 25
EPA476B H202 0.055 1.00 BI-1 4 12 28
EPA513B H202 0.113 0.85 BI-1 5 8 29
EPA1024B H202 0.23 4.0 BI-1 7 5 30
EPA750A H202 0.069 1.17 BI-1 6 14 31
EPA472A H202 0.116 1.00 BI-1 4 11 32
EPA472B H202 0.111 1.00 BI-1 4 11 34
EPA514A H202 0.110 1.00 BI-1 5 9 36
EPA514B H202 0.111 1.00 BI-1 5 9 37
EPA1424B H202 0.103 1.02 BI-2 9 5 40
EPA513A H202 -CO 0.112 3.3 BI-1 5 9 43
EPA1248B H202 0.115 1.02 BI-2 9 4 44
EPA1212B H202 0.052 2.0 BI-2 9 5 44
EPA521A H202 0.106 2.3 BIl-1 5 10 49
EPA1244A H202 0.124 1.00 BI-2 9 5 55
EPA473A H202 0.110 2.0 BI-1 4 11 62
EPA473B H202 0.108 2.0 BI-1 4 12 64
EPA520A H202 0.113 1.71 BI-1 5 11 67
EPA1134B H202 0.078 1.10 BI-2 8 7 71
EPA474A H202 0.106 4.0 BIl-1 4 9 79
EPA1212A H202 0.114 2.0 BI-2 9 5 86
EPA474B H202 0.106 4.0 BI-1 4 11 88
EPA1180B H202 0.23 4.1 BI-2 9 4 129
EPA1209A H202 0.23 2.0 BI-2 9 6 137
EPA442A NOx - Propene 0.161 0.36 BI-1 4 12 3
EPA391B NOx - Ethanol 0.060 029 BI-1 4 8 3
EPA378B NOx - Propene 0.058 0.06 BI-1 4 9 4
EPA290B NOx - Propene 0.060 0.13 BI-1 3 10 5
EPA391A NOx- Ethanol 0.060 029 BI-1 4 9 5
EPA303A NOx-CO 0.105 39 BI-1 3 8 6
EPA1105B NOx-CO 0.084 8.33 BI-2 8 8 10
EPA293B NOx- HCHO 0.054 0.10 BI-1 3 7 10
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Table A-3 (continued)

RUN Tvpe Reactants added (ppm) Light Char Hours Final
yp Arom. NO, H,O, Other [a] [b] Run PM [c]
EPA424A NOx-CO 0.144 25 Bl-1 4 11 11
EPA516B NOx-CO 0.161 26 Bl-1 5 10 13
EPA424B NOXx - Propene 0.149 0.16 BI-1 4 11 21
EPA442B NOXx - Propene 0.165 0.37 BIl-1 4 12 22
EPA429B NOXx - Propene 0.152 0.18 Bl-1 4 12 28
EPA303B NOx-HCHO 0.106 0.03 Bl-1 3 8 29
EPA419B NOXx - Propene 0.27 0.23 BI-1 4 12 34
EPA296B NOXx - Propene 0.24 0.26 BI-1 3 12 40
EPA447A NOXx - Propene 0.32 0.27 BI-1 4 11 69
EPA453A NOXx- Propene 0.31 0.28 BI-1 4 11 75
EPA447B NOXx - Propene 0.32 0.26 BI-1 4 11 75
EPA453B NOXx - Propene 0.32 0.28 BI-1 4 11 81
0-Xylene
EPA1437B NOXx 0.079  0.050 BI-2 9 4 13
EPA517B NOXx 0.101 0.021 Bl-1 5 10 15
EPA1315B NOXx 0.078 0.022 BI-2 9 5 18
EPA1315A NOXx 0.082 0.050 BI-2 9 5 18
EPA1437A NOXx 0.080 0.026 BI-2 9 8 18
EPA503A NOXx 0.170  0.075 Bl-1 5 11 20
EPA518B NOXx 0.20 0.043 Bl-1 5 11 38
EPA504A NOXx 0.26 0.128 Bl-1 5 11 40
EPA518A NOXx 0.20 0.210 BI-1 5 11 54
EPA1310B H202 0.065 1.02 BI-2 9 5 19
EPA1389B H202 0.076 1.02 Bl-2 9 4 22
EPA1310A H202 0.120 1.02 BI-2 9 5 26
EPA1313B H202 0.051 1.02 BI-2 9 6 33
EPA1313A H202 0.100 1.02 BI-2 9 6 48
EPA512B H202 0.120 4.6 Bl-1 5 11 51
p-Xylene
EPA1308A NOXx 0.079  0.055 BI-2 9 4 3
EPA422B NOXx 0.100 0.024 Bl-1 4 6 5
EPA1308B NOXx 0.078 0.023 BI-2 9 5 7
EPA1432B NOXx 0.064 0.024 BI-2 9 6 8
EPA1432A NOXx 0.062 0.026 BI-2 9 7 8
EPA503B NOXx 0.146  0.076 Bl-1 5 11 55
EPA511B H202 0.118 2.3 Bl-1 5 11 18
EPA1304B H202 0.070 1.02 BI-2 9 5 28
EPA1304A H202 0.120 1.02 BI-2 9 5 39
EPA512A H202 0.111 4.6 Bl-1 5 10 44
EPA504B H202 0.26 Bl-1 5 11 96
n-Propyl Benzene
EPA1245A NOXx 0.101 0.022 BI-2 9 7 8
EPA1246A NOXx 0.20 0.068 BI-2 9 6 16
EPA1426B H202 0.100 1.02 BI-2 9 5 19
EPA1256A H202 0.100 1.02 BI-2 9 5 27
EPA1269A H202 0.100 2.0 Bl-2 9 4 31
EPA1426A H202 0.28 1.02 Bl-2 9 6 41
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Table A-3 (continued)

Reactants added (ppm) Light Char Hours Final
Run Type
Arom. NGO, HO, [a] [b] Run PM [c]
EPA1269B H202 0.20 2.0 BI-2 9 3 43
EPA1256B H202 0.21 1.02 BI-2 9 5 48
Isopropyl Benzene
EPA1253B NOXx 0.20 0.099 BI-2 9 5 8
EPA1247B NOXx 0.099 0.048 BI-2 9 6 12
EPA1247A NOXx 0.100 0.022 BI-2 9 7 23
EPA1253A NOXx 0.20 0.056 BI-2 9 5 36
EPA1265A H202 0.083 1.02 BI-2 9 4 17
EPA1274A H202 0.115 2.0 BI-2 9 4 33
EPA1265B H202 0.20 1.02 BI-2 9 4 33
EPA1274B H202 0.185 2.0 BI-2 9 4 44
m-Ethyl Toluene
EPA1151A NOx 0.087 0.099 BI-2 8 4 5
EPA1421A NOXx 0.100 0.023 BI-2 9 8 33
EPA1421B NOXx 0.099 0.046 BI-2 9 5 39
EPA1199B NOXx 0.100 0.092 BI-2 9 6 39
EPA1222B NOXx 0.100 0.069 BI-2 9 5 47
EPA1222A NOXx 0.099 0.131 BI-2 9 7 49
EPA1199A NOXx 0.100 0.045 BI-2 9 7 50
EPA1226A NOXx 0.20 0.251 BI-2 9 7 95
EPA1226B NOXx 0.20 0.138 BI-2 9 5 97
EPA1232A NOXx 0.20 0.122 BI-2 9 6 105
EPA1211B H202 0.20 1.02 BI-2 9 3 48
EPA1211A H202 0.100 1.02 BI-2 9 4 57
EPA1205B H202 0.100 1.02 BI-2 9 6 79
EPA1205A H202 0.100 1.02 BI-2 9 6 86
EPA1416B H202 0.107 1.02 BI-2 9 6 90
EPA1218A H202 0.090 1.02 BI-2 9 7 104
EPA1218B H202 0.20 1.02 BI-2 9 6 137
EPA1416A H202 0.20 1.02 BI-2 9 9 142
0-Ethyl Toluene
EPA1202B NOx 0.100 0.108 BI-2 9 5 20
EPA1168B NOXx 0.100 0.100 BI-2 8 6 31
EPA1413A NOXx 0.100 0.022 BI-2 9 8 45
EPA1413B NOx 0.099 0.048 BI-2 9 6 46
EPA1202A NOXx 0.099 0.060 BI-2 9 7 49
EPA1179B NOXx 0.093 0.053 BI-2 9 9 54
EPA1179A NOXx 0.092 0.053 BI-2 9 9 62
EPA1215B NOx 0.21 0.057 BI-2 9 4 68
EPA1233B NOXx 0.20 0.259 BI-2 9 6 86
EPA1215A NOx 0.21 0.108 BI-2 9 5 105
EPA1233A NOx 0.20 0.198 BI-2 9 7 113
EPA1242B H202 0.101 1.02 BI-2 9 5 23
EPA1406B H202 0.096 1.02 BI-2 9 4 38
EPA1406A H202 0.096 1.02 BI-2 9 6 38
EPA1326A H202 0.102 1.02 BI-2 9 6 47
EPA1326B H202 0.20 1.02 BI-2 9 5 57
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Table A-3 (continued)

Reactants added (ppm) Light Char Hours Final

Run Type
Arom. NGO, HO, [a] [b] Run PM [c]
EPA1242A H202 0.25 1.02 BI-2 9 7 97
p-Ethyl Toluene

EPA1214A NOXx 0.101 0.104 BI-2 9 6 12
EPA1214B NOXx 0.102 0.053 BI-2 9 5 20
EPA1229B NOXx 0.20 0.258 BI-2 9 6 27
EPA1197B NOXx 0.192 0.099 BI-2 9 6 38
EPA1197A NOXx 0.192 0.056 BI-2 9 7 45
EPA1194B NOXx 0.20 0.089 BI-2 9 7 50
EPA1229A NOXx 0.20 0.192 BI-2 9 8 63
EPA1194A NOXx 0.20 0.091 BI-2 9 9 64
EPA1227B H202 0.083 1.02 BI-2 9 5 46
EPA1239A H202 0.093 1.02 BI-2 9 6 59
EPA1239B H202 0.20 1.02 BI-2 9 5 66
EPA1227A H202 0.20 1.02 BI-2 9 7 103

1,2,3-Trimethyl Benzene
EPA1158A NOXx 0.080 0.010 BI-2 8 7 16
EPA1158B NOXx 0.080 0.022 BI-2 8 5 23
EPA1162A NOXx 0.080 0.033 BI-2 8 6 33
EPA1162B NOXx 0.080 0.043 BI-2 8 5 34
EPA1287B H202 0.037 1.02 BI-2 9 7 38
EPA1287A H202 0.080 1.02 BI-2 9 7 68

1,2,4-Trimethyl Benzene
EPA1352A NOXx 0.079 0.193 BI-2 9 7 4
EPA1352B NOXx 0.079 0.137 BI-2 9 7 6
EPA1123A NOx 0.080 0.010 BI-2 8 6 7
EPA1126A NOXx 0.079 0.011 BI-2 8 6 8
EPA1117A NOXx 0.060 0.011 BI-2 8 8 9
EPA1123B NOx 0.080 0.023 BI-2 8 6 10
EPA1126B NOXx 0.081 0.024 BI-2 8 6 10
EPA1356B NOXx 0.079 0.149 BI-2 9 8 11
EPA1374A NOXx 0.077 0.143 BI-2 9 8 11
EPA1380B NOXx 0.079 0.055 BI-2 9 5 12
EPA1119B NOXx 0.079 0.041 BI-2 8 7 13
EPA1117B NOXx 0.060 0.021 BI-2 8 8 13
EPA1119A NOXx 0.078 0.050 BI-2 8 7 14
EPA1356A NOXx 0.079 0.121 BI-2 9 7 15
EPA1374B NOXx 0.077 0.148 BI-2 9 8 15
EPA1135B NOx 0.075 0.021 2.0 BI-2 8 7 43
EPA1135A NOx 0.075 0.011 2.0 BI-2 8 7 54
EPA1278B H202 0.060 1.02 BI-2 9 4 29
EPA1278A H202 0.070 1.02 BI-2 9 4 32
EPA1292B H202 0.040 1.02 BI-2 9 6 35
EPA1292A H202 0.079 1.02 BI-2 9 5 40

1,3,5-Trimethyl Benzene
EPA1153A NOXx 0.079 0.011 BI-2 8 6 8
EPA1156B NOXx 0.080 0.045 BI-2 8 5 14
EPA1153B NOx 0.080 0.020 BI-2 8 5 14



Table A-3 (continued)

Reactants added (ppm) Light Char Hours Final
Run Type
Arom. NGO, HO, [a] [b] Run PM [c]

EPA1156A NOXx 0.080 0.032 BI-2 8 7 18
EPA1154B H202 0.039 0.80 BI-2 8 4 32
EPA1298B H202 0.040 1.02 Bl-2 9 6 43
EPA1154A H202 0.079 0.80 BI-2 8 6 53
EPA1298A H202 0.071 1.02 BI-2 9 6 64

Phenol
EPA1273B NOXx 0.106  0.053 BI-2 9 4 17
EPA1273A NOXx 0.106  0.023 BI-2 9 4 38
EPA1219A NOXx 0.140 0.147 BI-2 9 9 125
EPA1219B NOXx 0.140 0.076 BI-2 9 9 196
EPA1424A H202 0.065 1.02 BI-2 9 5 23
EPA1206A H202 0.051 1.02 BI-2 9 5 30
EPA1206B H202 0.052 1.02 BI-2 9 5 31
EPA1217B H202 0.076 2.0 BI-2 9 5 56
EPA1217A H202 0.138 2.0 BI-2 9 5 94

m-Cresol
EPA1255A H202 0.067 1.02 BI-2 9 3 29
EPA1255B H202 0.055 1.02 Bl-2 9 3 32

p-Cresol
EPA1258B H202 0.028 1.02 BI-2 9 3 30
EPA1312B H202 0.025 1.02 BI-2 9 5 43
EPA1258A H202 0.068 1.02 BI-2 9 4 64
EPA1312A H202 0.044 1.02 BI-2 9 5 65
EPA1290A H202 0.033 1.02 BI-2 9 6 74

0-Cresol
EPA1260B NOXx 0.062 0.056 BI-2 9 3 40
EPA1260A NOx 0.062 0.015 BI-2 9 3 50
EPA1279B NOXx 0.080 0.057 BI-2 9 3 84
EPA1279A NOXx 0.080 0.027 BI-2 9 3 85
EPA1350A NOXx 0.31 0.718 BI-2 9 5 233
EPA1350B NOXx 0.30 0.384 BI-2 9 5 627
EPA1252B H202 0.042 1.02 Bl-2 9 4 44
EPA1252A H202 0.055 1.02 BI-2 9 4 51
EPA1266B H202 0.101 1.02 Bl-2 9 3 67
EPA1251A H202 0.075 1.02 BI-2 9 4 72
EPA1427A H202 0.105 1.02 BI-2 9 6 100

2,4-Dimethyl Phenol

EPA1275B NOXx 0.040 0.053 BI-2 9 4 32
EPA1275A NOXx 0.040 0.022 BI-2 9 4 58
EPA1277B NOx 0.094 0.051 BI-2 9 3 117
EPA1277A NOXx 0.094 0.023 BI-2 9 3 129
EPA1238B H202 0.062 1.02 BI-2 9 4 135
EPA1238A H202 0.084 1.02 BI-2 9 5 200
EPA1134A H202 0.072 1.10 BI-2 8 7 234
EPA1412A H202 0.183 1.02 BI-2 9 7 334
EPA1180A H202 0.150 4.1 Bl-2 9 4 485
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Table A-3 (continued)

Reactants added (ppPm)  Light Char Hours Final

Run Type Arom. NQ, H,O, Other [a] [b] Run PM [c]
2.6-Dimethyl Phenol

EPA1024A H202 0.040 4.0 Bl-1 7 5 43

EPA1240B H202 0.049 1.02 BI-2 9 5 74

EPA1240A H202 0.098 1.02 Bl-2 9 5 133
3,5-Dimethyl Phenol

EPA1243B H202 0.060 1.02 BI-2 9 4 30

EPA1243A H202 0.090 1.02 BI-2 9 5 83

Catechol
EPA1314B H202 0.038 1.02 BI-2 9 5 65
EPA1314A H202 0.085 1.02 Bl-2 9 5 125

[a] Codes for light sources: "Arc" = arc light, Bi@hotolysis rate = 0.26 min "Bl-1": original
blacklights, NQ photolysis rate = 0.13 - 0.18 rfin"Bl-2": enhanced blacklights, Nphotolysis
rate = 0.4 mit.

[b] Characterization set that is used to determihamber-dependent parameters as discussed in the
"Characterization Results" section.

[b] Final PM formation, corrected for wall loss, imits ofpg/n.
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Table A-4. Listing of all model species used in traseline mechanism that was evaluated in this
work

Type and Name  Description

Constant Species.

02 Oxygen

M Air

H20 Water

H2 Hydrogen Molecules

HV Light

Active Inorganic Species.

(OK] Ozone

NO Nitric Oxide

NO2 Nitrogen Dioxide

NO3 Nitrate Radice

N20E& Nitrogen Pentoxic

HONO Nitrous Acic

HNO3 Nitric Acid

HNO4 Peroxynitric Acid

HO2H Hydrogen Peroxide

CO Carbon Monoxide

S0O2 Sulfur Dioxide

Active Radical Species and Operators.

OH Hydroxyl Radicals

HO2 Hydroperoxide Radicals

MEO2 Methyl Peroxy Radicals

RO2C Peroxy Radical Operator representing NO to l@PNO3 to NO2 conversions, and the effects
of peroxy radical reactions on acyl peroxy and offexoxy radicals.

RO2XC Peroxy Radical Operator representing NO camsion (used in conjunction with organic nitrate

formation), and the effects of peroxy radical reats on NO3, acyl peroxy radicals, and other
peroxy radicals.

MECO3 Acetyl Peroxy Radicals

RCO3 Peroxy Propionyl and higher peroxy acyl Radica

BZCO3 Peroxyacyl radical formed from Aromatic Algeles

MACO3 Peroxyacyl radicals formed from methacroleid other acroleins.

Steady State Radical Species

o3P Ground State Oxygen Atoms
01D Excited Oxygen Atoms
TBUO t-Butoxy Radicals

BzO Phenoxy Radicals

HCOCO3 HC(O)C(O)OO0 Radicals
PAN and PAN Analogues

PAN Peroxy Acetyl Nitrate
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Table A-4 (continued)

Type and Name  Description

PAN2 PPN and other higher alkyl PAN analogues

PBZN PAN analogues formed from Aromatic Aldehydes

MAPAN PAN analogue formed from Methacrolein

Explicit and Lumped Molecule Reactive Organic Prddbpecies

HCHO Formaldehyde

CCHO Acetaldehyde

RCHO Lumped C3+ Aldehydes (mechanism based on gnafiiehyde)

ACET Acetone

MEK Ketones and other non-aldehyde oxygenated mtsduhich react with OH radicals faster than 5
X 10-13 but slower than 5 x 10-12 cm3 molec-2 se@ased on mechanism for methyl ethyl
ketone).

MEOH Methanol

HCOOH Formic Acid

CCOOH Acetic Acid. Also used for peroxyacetic acid.

RCOOH Higher organic acids and peroxy acids (meshabased on propionic acid).

COOH Methyl Hydroperoxide

ROOH Lumped organic hydroperoxides with 2-4 carb&fschanism based on that estimated for n-
propyl hydroperoxide.

R60O0OH Lumped organic hydroperoxides with 5 or mzasbons (other than those formed following OH

addition to aromatic rings, which is reprsentedasafely). Mechanism based on that estimated
for 3-hexyl hydroperoxide.

GLY Glyoxal

MGLY Methyl Glyoxal

BACL Biacetyl

PHEN Phenol

CRES Cresols

XYNL Xylenols and higher alkyl phenols
CATL Catechols

NPHE Nitrophenol:

BALD Aromatic aldehydes (e.g., benzaldehyde)
MACR Methacrolein

MVK Methyl Vinyl Ketone

IPRD Lumped isoprene product species

Aromatic unsaturated ring fragmentation products

AFG1 Monounsaturated dialdehydes or aldehyde-kstéorened from aromatics. - Most photoreactive

AFG2 Monounsaturated dialdehydes or aldehyde-kstéorened from aromatics. - Least photoreactive

AFG3 Diunsaturatred dicarbonyl aromatic fragmentapiroducts that are assumed not to photolyze
rapidly

AFG4 3-hexene-2,5-dione and other monounsaturakedothe aromatic products.

Lumped Parameter Products

PROD2 Ketones and other non-aldehyde oxygenatetlipt® which react with OH radicals faster than 5
x 10-12 cm3 molec-2 sec-1.
RNO3 Lumped Organic Nitrates
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Table A-4 (continued)

Type and Name  Description

Model species used for SOA formation only. See &abflor details

RAOOH Condensable hydroperoxides formed in reastafraromatics with OH radicals. (process pl on
Figure 24).

RAOOHp Condensable hydroperoxides formed in reastad aromatics with OH or NQadicals. With
phenols (process pl on Figure 24).

AFG3C Used to represent formation of CNDp2 from AR@th different yields from each aromatic
hydrocarbon without having to add a separate AF@8eahspecies for each.

CNDp2 Condensable non-hydroperoxide products forfread aromatic + OH reactions (process p2 on
Figure 24).

CNDp2p Condensable non-hydroperoxide products fdrreactions of reactions of phenols or catechols
(process p2p and p3p on Figure 24)

CNDW Condensable compounds formed from reactiorspeties off-gassed from the chamber walls.

pmRAOOH pmCNDp2 pmCNDW  Particle-phase forms of the species listzal/a.
pmRAOOHp pmCNDp2p

Steady state operators used to represent radipabduct formation in peroxy radical reactions.

xHO2 XxXTBUO xPROD2 xAFG4 Formation of HO2 or other products from the reatiof alkoxy
xOH xCO XBALD xMACR radicals formed in peroxy radical reactions with i@ NO3 (1009
xNO2 XHCHO xGLY XMVK yields) and RO2 (50% yielc

XMEO2 xCCHO xMGLY xIPRD

XMECO3 xRCHO xBACL xRNO3

XRCO3 xACET xAFG1l xCNDp2

XMACO3 xMEK xAFG2 xCNDp2p

ZRNO3 Formation of RNO3 in the RO2 + NO, reactionformation of corresponding non-nitrate
products (represented by PROD2) formed from alkaxijcals formed in RO2 + NO3 and (in
50% yields) RO2 + RO2 reactions.

yROOH yR60O0ormation of the corresponding hydroperoxide magelcies following RO2 + HO2 reactions,

yRAOOH or formation of H-shift disproportionation produgtepresented by MEK) in the RO2 + RCO3
yRAOOHE and (in 50% yields) RO2 + RO2 reactions.

Non-Reacting Species

COo2 Carbon Dioxide

SULF Sulfates (SO3 or H2S04)

XC Lost Carbon or carbon in unreactive products

XN Lost Nitrogen or nitrogen in unreactive products

Primary Organics Represented explicitly

CH4 Methane
ETHENE Ethene
ISOPRENE Isoprene

ACETYLEN Acetylene

Nor-aromatic compounds represented explicitly in chandimulations

ETHANE Ethane
N-C4 n-Butane
PROPENE Propene
ETOH Ethanol
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Table A-4 (continued)

Type and Name  Description

N-C6F14 Perfluorohexane

Aromatic compounds represented explicitly in chandi@ulations
BENZENE Benzene

TOLUENE Toluene

C2-BENZ Ethyl Benzene

N-C3-BEN n-Propyl Benzene

I-C3-BEN Isopropyl Benzene

M-XYLENE m-Xylene
O-XYLENE 0-Xylene
P-XYLENE p-Xylene

M-ET-TOL m-Ethyl toluene

O-ET-TOL o-Ethyl toluene

P-ET-TOL p-Ethyl toluene

123-TMB 1,2,3-trimethylbenzene

124-TMB 1,2,4-trimethylbenzene

135-TMB 1,3,5-trimethylbenzene

Lumped Aromatic Species for Airshed Models

ARO1 Aromatic compounds with OH radical rate constantsx 1¢ ppm* min™.
ARO2 Aromatic compounds with OH radical rate contta 1 x 16 ppm® min™.
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Table A-5.

Listing of aromatic reactions and ratargmeters of the baseline aromatic SOA

mechanism that was developed in this work. Seee€artd Heo (2012) for a listing of

the other reactions in the mechanism, which wetemanged in this work.

Label

Rate Parameters [b]

Reaction and Products [a] k(300) A Ea

Notes

[a]

BENZ

TOLU

C2BN

MXYL

OXYL

PXYL

Initial Reactions of Aromatic Hydrocarbons

BENZENE + OH = #.027 RO2XC + #.31 RO 1.22e-12 2.33e-12 0.384
+ #.57 HO2 + #.31 xHO2 + #.027 zZRNO3 +

#.189 yR60OOH + #.57 PHEN + #.31 xGLY +

#.189 XAFG1 + #.121 xXAFG2 + #.148

YRAOOH + #.093 OH + #.093 AFG3 + #

AFG3C

TOLUENE + OH = #.074 RO2XC + #.605 5.58e-12 1.81e-12 -0.672
RO2C + #.18 HO2 + #.605 xHO2 + #.074

ZRNO3 + #.2 yR60OOH + #.065 xBALD + #.18

CRES + #.29 xGLY + #.25 xXMGLY + #.324

XAFG1 + #.216 XAFG2 + #.182 yRAOOH +

#.141 OH + #.141 AFG3 + #.09 AFG3C

C2BENZ + OH = #.105 RO2XC + #.642 RO 6.50e-12
+ #.153 HO2 + #.642 xHO2 + #.105 zRNO3 +

#.266 yR60OOH + #.161 xPROD2 + #.023

XRCHO + #.153 XYNL + #.246 xGLY + #.212

XMGLY + #.183 XAFG1 + #.275 xAFG2 +

#.507 yRAOOH + #.101 OH + #.101 AFG3 +

#.031 AFG3C

M-XYLENE + OH = #.098 RO2XC + #.6 2.31e-11
RO2C + #.11 HO2 + #.6 xHO2 + #.098 zRNO3

+ #.489 yR60OOH + #.04 xBALD + #.11 XYNL

+#.11 XGLY + #.45 xMGLY + #.319 xAFG1 +

#.241 XAFG2 + #.208 yRAOOH + #.192 OH +

#.192 AFG3 + #.07 AFG3C

O-XYLENE + OH = #.114 RO2XC + #.695 1.36e-11
RO2C + #.11 HO2 + #.695 xHO2 + #.114

ZRNO3 + #.522 yR60O0OH + #.045 xBALD +

#.11 XYNL + #.13 XGLY + #.33 xXMGLY +

#.19 xBACL + #.293 XAFG1 + #.358 XAFG2 +

#.287 yRAOOH + #.081 OH + #.081 AFG3 +

#.049 AFG3C

P-XYLENE + OH = #.107 RO2XC + #.655 1.43e-11
RO2C + #.13 HO2 + #.655 xHO2 + #.107

ZRNO3 + #.563 yR60OH + #.085 xBALD +

#.13 XYNL + #.37 XGLY + #.2 XMGLY + #.37

XAFG4 + #.17&AFG1 + #.022 XAFG2 + #.1¢

yRAOOH + #.108 OH + #.108 AFG3 + #.0

AFG3C
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Table A-5 (continued

Label

Rate Parameters [b]

Notes

Reaction and Products [a] k(300) A Ea

B [a]

NC3B

IC3B

METL

OETL

PETL

B123

N-C3BEN + OH = #.14 RO2XC + #.698 RO. 6.13e-12
+ #.105 HO2 + #.698 xHO2 + #.14 zRNO3 +

#.506 yR60OOH + #.36 xPROD2 + #.023

XRCHO + #.105 XYNL + #.169 xGLY + #.146

XMGLY + #.179 XAFG1 + #.135 xAFG2 +

#.332 yRAOOH + #.057 OH + #.057 AFG3 +

#.062 AFG3C

I-C3BEN + OH = #.126 RO2XC + #.627 RO 6.20e-12
+ #.16 HO2 + #.526 xHO2 + #.126 zZRNO3 +

#.435 yR60OOH + #.1 XMEO2 + #.1 xPROD2 +

#.046 XRCHO + #.16 XYNL + #.258 xGLY +

#.222 XMGLY + #.182 xAFG1 + #.298 xAFG2

+ #.317 yRAOOH + #.088 OH + #.088 AFG3 +

#.045 AFG3C

M-ET-TOL + OH = #.123 RO2XC + #.612 1.86e-11
RO2C + #.104 HO2 + #.612 xHO2 + #.123

ZRNO3 + #.424 yR60OH + #.021 xBALD +

#.054 xPROD2 + #.008 xXRCHO + #.104 XYNL

+ #.104 XGLY + #.425 XMGLY + #.354 XAFC

+ #.174 XAFG2 + #.311 yRAOOH + #.162 OH

+ #.162 AFG3 + #.075 AFG3C

O-ET-TOL + OH = #.142 RO2XC + #.709 1.19e-11
RO2C + #.098 HO2 + #.709 xHO2 + #.142

ZRNO3 + #.587 yR60OH + #.033 XxBALD +

#.085 xPROD2 + #.012 XxXRCHO + #.098 XYNL

+ #.116 XGLY + #.294 xXMGLY + #.169 xBAC

+ #.318 XAFG1 + #.261 xAFG2 + #.264

yRAOOH + #.05 OH + #.05 AFG3 + #.1I

AFG3C + #1.552 XC

P-ET-TOL + OH = #.133 RO2XC + #.664 1.18e-11
RO2C + #.122 HO2 + #.664 xHO2 + #.133

ZRNO3 + #.51 yR60OOH + #.033 xBALD +

#.086 xPROD2 + #.012 xXRCHO + #.122 XYNL

+ #.346 XGLY + #.187 xMGLY + #.346 xAFC

+ #.187 XAFG1 + #.288 yRAOOH + #.081 OH

+ #.081 AFG3 + #.043 AFG3C

123-TMB + OH = #.148 RO2XC +#86 RO2C 3.27e-11
+ #.031 HO2 + #.736 xHO2 + #.148 zRNO3 +

#.405 yR60OOH + #.036 xBALD + #.031 XYN

+ #.06 XGLY + #.17 xXMGLY + #.47 xBACL +

#.28 XAFG1 + #.42 XAFG2 + #.479 yRAOOF

#.085 OH + #.085 AFG3 + #.075 AFG3C
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Table A-5 (continued

Label

Rate Parameters [b] Notes

Reaction and Products [a] k(300)

A

Ea B [a]

B124

B135

BP83

BP84

BP38

BP39

BP85

BP86

124-TMB + OH = #.117 ROXX + #.581 RO2( 3.25e-11
+ #.022 HO2 + #.581 xHO2 + #.117 zRNO3 +

#.349 yR60OOH + #.034 xBALD + #.022 XYN

+ #.077 XGLY + #.36 XMGLY + #.11 xBACL

#.167 XAFG4 + #.182 XAFG1 + #.198 XAFG:

#.348 yRAOOH + #.281 OH + #.281 AFG3 +

#.078 AFG3C

135TMB + OH = #.128 RO2XC + #.638 ROz 5.67e-11
+ #.04 HO2 + #.638 xHO2 + #.128 zRNO3 +

#.4 yR60OOH + #.028 xBALD + #.04 XYNL +

#.61 XMGLY + #.238 XAFG1 + #.372 XAFG2 +

#.366 yRAOOH + #.194 OH + #.194 AFG3 +

#.057 AFG3C

Reactions of Phenolic Products

PHEN + OH = #.7 HO2 + #.1 BZO + #.11 2.74e-11 4.70e-13

xHO2 + #.09 OH + #.11 RO2C + #.7 CATL +

#.09 AFG3 + #.055 XAFG1 + #.055 XAFG2 +

#.11 xGLY + #.09 yR60OOH + #.020 yRAOOI

PHEN + NO3 = #.1 HNO3 + #.9 XN + #.7 HO23.80e-12
+#.1 BZO + #.11 xHO2 + #.09 OH + #.11

RO2C + #.7 CATL + #.09 AFG3 + #.055

xAFG1 + #.055 xAFG2 + #.11 xGLY + #.090

yR60O0OF

CRES + OH =#7 HO2 + #1 BZO + #.17 xH 4.06e-11
+ #.03 OH + #.17 RO2C + #.7 CATL + #.03

AFG3 + #.085 xAFG1 + #.085 xAFG2 + #.085

XGLY + #.085 XMGLY + #.1 xCNDp2p + #.13

yR60OOH + #.040 yRAOOF

CRES + NO3 = #.1 HNO3 + #.9 XN + #.7 HO21.40e-11
+ #.1 BZO + #.17 xHO2 + #.03 OH + #.17

RO2C + #.7 CATL + #.03 AFG3 + #.085

xAFG1 + #.085 xAFG2 + #.085 xGLY + #.085

XMGLY + #.130 yR60OOH

XYNL + OH = #.7 HO2 + #.1 BZO + #.21 7.38e-11
XxHO2 + #.21 RO2C + #.7 CATL + #.105

XAFG1 + #.105 XxAFG2 + #.105 xGLY + #.105

XMGLY + #.12 xCNDp2p + #.210 yRAOOHp

XYNL + NO3 =#.1 HNO3 + #£9 XN + #.7 HC 3.06e-11
+#.1 BZO + #.21 xHO2 + #.210 RO2C + #.7

CATL + #.105 xAFG1 + #.105 xXAFG2 + #.105

XGLY + #.105 xMGLY
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Table A-5 (continued

) Rate Parameters [b] Notes
Label Reaction and Products [a] k(300) A Ea B [a]
BP87 CATL + OH =#.4 HO2 + #.2 BZO + #.2 xHO2 2.00e-10 1,4
+#.2 OH + #.2 RO2C + #.2 AFG3 + #.1 XAF
+#.1 XAFG2 + #.1 xGLY + #.1 xXMGLY + #.33
CNDp2p + #.2 yR60OOH
BP88 CATL + NO3 =#.2 HNO3 + #.8 XN + #.4 HO2 1.70e-10 14
+ #.2 BZO + #.2 xHO2 + #.2 OH + #.2 RO2C +
#.2 AFG3 + #.1 XAFG1 + #.1 XAFG2 + #.1
XGLY + #.1 XMGLY + #.200 yR60OOH
Reactions of Condensable Species
BP28 RAOOH + OH = #.139 OH + #.148 HO2 + 1.41e-10 1
#.589 RO2C + #.124 RO2XC + #.124 zZRNO3 +
#.074 PROD2 + #.147 MGLY + #.139 IPRD +
#.565 xHO2 + #.024 xOH + #.448 xRCHO +
#.026 XGLY + #.030 XMEK + #.252 xMGLY +
#.073 XAFG1 + #.073 XAFG2 + #.713 yR60OOH
BP29 RAOOH + HV =OH + HO2 + #5 {GLY + Phot Set= COOH 1
MGLY + AFG1 + AFG2}
nOOH RAOOH + PMmass = pmRAOOH + See Note 5. 5
#(1+fOOH) PMmass (Depends on Mw, T, and PMrad)
vOOH pmRAOOH = RAOOH + #-fOOH PMmass See NotedD@pends on kP) 5,6
cOOH RAOOH + RAOOH = #2 pmRAOOH + See Note 7. 7
#2*fOOH PMmass (Depends on Kp)
NnCAP CNDp2 + PMmass = pmCNDp2 + See Note 5. 5
#(1+fCNDp2) PMmass (Depends on Mw, T, and PMrad)
VCAP pmCNDp2 = CNDp2 + #-fCNDp2 See Note 6. (Detzeon kP) 5,6
cCAP CNDp2 + CNDp2 =#2 pmCNDp2 + See Note 7. 7
#2*fCNDp2 PMmass (Depends on Kp)
BP90 RAOOHp + OH = #.139 OH + #.148 HO2 + 1.41e-10 8
#.589 RO2C + #.124 RO2XC + #.124 zZRNO3 +
#.074 PROD2 + #.147 MGLY + #.139 IPRD +
#.565 xHO2 + #.024 xOH + #.448 xRCHO +
#.026 XGLY + #.030 XMEK + #.252 xXMGLY +
#.073 XAFG1 + #.073 XAFG2 + #.713 yR60OOH
BP91 RAOOHp + HV = OH + HO2 + #.5 {GLY + Phot Set= COOH 1
MGLY + AFG1 + AFG2}
nO2H RAOOHp + PMmass = pmRAOOHp + See Note 5. 5
#(1+fOOHp) PMmass (Depends on Mw, T, and PMrad)
vO2H pmRAOOHp = RAOOHp + #-fOOHp PMmass Assumegligible 9
cO2H RAOOHp + RAOOHp = #2 pmRAOOHp + See Note 7 7,9
#2*fRAOOHp PMmass (Coef = NCratel)
NCCA CNDp2p + PMmass = pmCNDp2p + See Note 5. 5
#(1+fCNDp2p) PMmass (Depends on Mw, T, and PMrad)
VCCA pmCNDp2p = CNDp2p + #fCNDp2p See Note 6.{&&ds on kP) 5,6

156



Table A-5 (continued

) Rate Parameters [b] Notes
Label Reaction and Products [a] k(300) A Ea B [a]
cCCA CNDp2p + CNDp2p = #2 pmCNDp2p + See Note 7. 7
#2*fCNDp2p PMmass (Depends on Kp)
cn02 RAOOH + CNDp2 = pmRAOOH + pmCNDp2 See Note 7 and 10 7,10
+ #(fRAOOH+fCNDp2) PMmass (Depends on Kp's)
cn09 RAOOH + RAOOHp = pmRAOOH + See Note 7 and 10 7,10
pmMRAOOHp + #(fRAOOH+fRAOOHp) (Depends on Kp's)
PMmass
cn03 RAOOH + CNDp2p = pmRAOOH + See Note 7 and 10 7,10
pmCNDp2p + #(fRAOOH+fCNDp2) PMmass (Depends on Kp's)
cn08 CNDp2 + RAOOHp = pmCNDp2 + See Note 7 and 10 7,10
pMRAOQOHp + #(fCNDp2+fRAOOHD) (Depends on Kp's)
PMmass
cn01 CNDp2 + CNDp2p = pmCNDp2 + pmCNDp2p See Note 7 and 10 7,10
+ #(fCNDp2 +fCNDp2p) PMmass (Depends on Kp's)
cn07 RAOOHp + CNDp2p = pmRAOOHp + See Note 7 and 10 7,10
pmCNDp2p + #(fRAOOHp+fCNDp2) PMmass (Depends on Kp's)
Reactions of other aromatic products in the gas@haechanism
BP26 R60OOH + OH = #.84 OH + #.222 RO2C + 5.60e-11 1
#.029 RO2XC + #.029 zZRNO3 + #.84 PROD
#.09 xHO2 + #.041 XxOH + #.02 XCCHO + #.(
XRCHO + #.084 xPROD?2 + #.16 yROOH
BP27 R60OOH + HV = OH + #.142 HO2 + #.782 Phot Set= COOH 1
RO2C + #.077 RO2XC + #.077 zZRNO3 + #.085
RCHO + #.142 PROD2 + #.782 xHO2 + #.026
XCCHO + #.058 xRCHO + #.698 xPROD2 +
#.858 yR60OOH
BP68 PROD2 + OH = #.472 HO2 + #.379 xHO2 + 1.55e-11 1
#.029 XMECO3 + #.049 xRCO3 + #.473 RO2C
+ #.071 RO2XC + #.071 zZRNO3 + #.002 HC
+#.211 xHCHO + #.001 CCHO + #.083
XCCHO + #.143 RCHO + #.402 xXRCHO +
#.115 XMEK + #.329 PROD2 + #.007 xPROD2
+ #.528 yR60OOH
BP69 PROD2 + HV =#.913 xHO2 + #.4 MECO3 +  Phot Set= MEK-06, qy= 4.86e-3 1
#.6 RCO3 + #1.59 RO2C + #.087 RO2XC +
#.087 zZRNO3 + #.303 xHCHO + #.163 xCCHO
+ #.78 xXRCHO + yR60OOH
BP70 RNO3 + OH = #.189 HO2 + #.305 xHO2 + 7.20e-12 1

#.019 NO2 + #.313 xNO2 + #.976 RO2C +
#.175 RO2XC + #.175 zRNO3 + #.011 xHCHO
+ #.429 xCCHO + #.001 RCHO + #.036
XRCHO + #.004 XACET + #.01 MEK + #.17
XMEK + #.008 PROD2 + #.031 xPROD2 +
#.189 RNO3 + #.305 xXRNO3 + #.157 yROOI
#.636 yR60OOH
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Table A-5 (continued

) Rate Parameters [b] Notes
Label Reaction and Products [a] k(300) A Ea B
BP71 RNO3 + HV =#.344 HO2 + #.554 xHO2 + N Phot Set= IC3ONO2 1
+ #.721 RO2C + #.102 RO2XC + #.102 zRNO3
+ #.074 HCHO + #.061 xHCHO + #.214 CCHO
+ #.23 XCCHO + #.074 RCHO + #.063 xRCHO
+ #.008 XACET + #.124 MEK + #.083 xMEK +
#.19 PROD2 + #.261 XPROD2 + #.066 yROOH
+ #.591 yR60OOH
BP30 GLY +HV =#2 {CO + HO2} Phot Set= GLY-07R 1
BP31 GLY +HV =HCHO + CO Phot Set= GLY-07M 1
BP32 GLY +OH=#7HO2+#1.4CO +#.3 9.63e-12 3.10e-12 -0.68 1
HCOCO3
BP33 GLY + NO3 =HNO3 +#7HO2 +#1.4CO+ 1.02e-15 2.80e-12 4.72 1
#.3 HCOCO3
BP80 HCOCO3 + NO =HO2 + CO + CO2 + NO2 2.08e-1170€6-12 -0.68 1
BP81 HCOCO3 + NO2=HO0O2+ CO + CO2 + NO3 1.21e-11.21e-11 0.00 -1.07 1
BP82 HCOCO3 +HO2=#.44{OH+HO2+CO+ 1.36e-11 5.20e-13 -1.95 1
CO2} + #.56 GLY + #.15 O3
BP34 MGLY + HV =HO2 + CO + MECO3 Phot Set= MGL-0
BP35 MGLY + OH = CO + MECO3 1.50e-11 1
BP36 MGLY + NO3 =HNO3 + CO + MECO3 2.53e-15 14® 3.77
BP37 BACL + HV =#2 MECO3 Phot Set= BACL-07 1
BP40 NPHE + OH=BzZO + X! 3.50e-12
BP41 NPHE + HV = HONC Phot Set= NO2-06, qy= 1.5e-3 1
BP42 NPHE + HV = Phot Set= NO2-06, gqy= 1.5e-2 1
BP43 BALD + OH =BZCO3 1.20e-11 1
BP44  BALD + HV = Phot Set= BALD-06, gy= 0.06 1
BP45 BALD + NO3 = HNO3 + BZCO3 2.73e-15 1.34e-12.73
BP46 AFG1 + OH =#.217 MACOS3 + #.723 RO2C + 7.40e-11
#.060 {RO2XC + zRNO3} + #.521 xHO2 +
#.201 XMECOQO3 + #.334 xCO + #.407 xRCH(
#.129 XMEK + #.107 XGLY + #.267 xXMGLY +
#.783 yR60OOH
BP48 AFG1 + HV =#1.023 HO2 + #.173 MEO2 + Phot Set= AFG1 1
#.305 MECO3 + #.500 MACO3 + #.695 CO +
#.195 GLY + #.305 MGLY
BP49 AFG2 + OH = #.217 MACOS3 + #.723 RO2C + 7.40e-11
#.060 {RO2XC + zRNO3} + #.521 xHO2 +
#.201 XMECOQO3 + #.334 xCO + #.407 xRCH(
#.129 XMEK + #.107 XGLY + #.267 xMGLY +
#.783 yR60OOH
BP51 AFG2 + HV = PROD2 Phot Set= AFG1 1
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Table A-5 (continued

) Rate Parameters [b] Notes

Label Reaction and Products [a] k(300) A Ea B [a]
BP52 AFG3 + OH = #.206 MACO3 + #.733 RO2C + 9.35e-11 1

#.117 {RO2XC + zZRNO3} + #.561 xHO2 +

#.117 XMECO3 + #.114 xCO + #.274 xGLY +

#.153 XMGLY + #.019 xBACL + #.195 xAFG1

+ #.195 XAFG2 + #.231 xIPRD + #.794

yR60OF
BP53 AFG3 + 03 =#.471 OH + #.554 HO2 + #.013 1.43e-17 1

MECO3 + #.258 RO2C + #.007 {RO2XC +

ZRNO3} + #.580 CO + #.190 CO2 + #.366 G

+#.184 MGLY + #.350 AFGL1 + #.350 AFG2 +

#.139 AFG3 + #.003 MACR + #.004 MVK +

#.003 IPRD + #.095 xHO2 + #.163 xRCO3 +

#.163 XHCHO + #.095 xMGLY + #.264

yR60OF
BP89 AFG4 + OH = #.902 RO2C + #.098 RO2XC + 6.30e-11 1

#.098 zZRNO3 + #.902 XMECO3 + #.902

XRCHO + yROOH

Other Reaction forming Condensable Species fromRlmenolic products
TS03 AFG3C + OH = xCNDp2 Same K as Rxn BP52 11
TS04 AFG3C+03= Same K as Rxn BP53 11
TS05 XCNDp2 = CNDp2 k is variable parameter: RO2RO 12
TS06 XCNDp2 = k is variable parameter: RO2XRO 12
PM wall reactions

PMMW PMmass = Coef = PMwall 13
wCAP pmCNDp2 = Coef = PMwall 13
wOOH pmRAOOH = Coef = PMwall 13
wCCA pmCNDp2p = Coef = PMwall 13
PPMW HV = CNDWPRE Phot Set= NO2-06, qy= PPM-I 14
PPOH CNDWPRE + OH = OH + CNDW 1.00e-11 14
cnCW CNDW + PMmass = pmCNDW + #(1+fCND\ See Note 5. 5,14

PMmass (Depends on Mw, T, and PMrad)

pmCNDW = CNDW + #-fCNDW PMmass Assumed negligible 14
ncCW CNDW + CNDW = #2 pmCNDW + See Note 7 7,14

#2*fCNDW PMmass (Coef = NCratel)
nc06 CNDW + RAOOH = pmCNDW + pmRAOOH See Note 7 and 10 7,10

+ #(fCNDW+fRAOOH) PMmass (Depends on Kp's)
ncO04 CNDW + CNDp2 = pmCNDW + pmCNDp2 + See Note 7 and 10 7,10

#(fCNDW+fCNDp2) PMmass (Depends on Kp's)
nclO0 CNDW + RAOOHp = pmCNDW + See Note 7 and 10 7,9,

pMRAOOHp + #(fCNDW+fRAOOHp) PMmass (Coef = NCratel) 10,14
nc05 CNDW + CNDp2p = pmCNDW + pmCNDp2p See Note 7 and 10 7,14

+ #(fCNDW+fCNDp2p) PMmass (Depends on Kp's)

159



Table A-5 (continued

Rate Parameters [b] Notes
k(300) A Ea B [a]

Label Reaction and Products [a]

Lumped reactions for airshed models
BL14 ARO1 + OH = #.089 RO2XC + #.622 RO2C + 6.07e-12 1.97e-12 -0.672 15
#.167 HO2 + #.612 xHO2 + #.089 zRNO3 +
#.474 yR60OOH + #.007 xXMEO2 + #.049
XBALD + #.064 xPROD2 + #.003 xCCHO +
#.006 xRCHO + #.135 CRES + #.032 XYNL +
#.268 XGLY + #.231 xXMGLY + #.283 xAFG1
#.216 XAFG2 + #.233 yRAOOH + #.126 OH +
#.126 AFG3 + #.078 AFG3C
BL15 ARO2 + OH =#.126 RO2XC + #.651 RO2C + 2.60e-11 15
#.083 HO2 + #.649 xHO2 + #.126 zRNO3 +
#.479 yR60OOH + #.002 xXMEO2 + #.038
XBALD + #.025 xPROD2 + #.004 xRCHO +
#.083 XYNL + #.14 xGLY + #.336 xXMGLY +
#.109 xBACL + #.093 XAFG4 + #.252 XAFG:
#.24 xAFG2 + #.298 yRAOOH + #.14 OH +
#.14 AFG3 + #.064 AFG3C

[a] Format of reaction listing: "=" separates raats from products; 'Hmber or formula" indicates
stoichiometric coefficient, "gbefficient {product list}" means that the stoichiometric coefficient is
applied to all the products listed.

[b] Except as indicated, the rate constants arergby k(T) = A - (T/300) - €77 where the units of k
and A are crhmolec® s*, Ea are kcal mal T is °K, and R=0.0019872 kcal mibldeg". The
following special rate parameter expressions age:us

Phot Set =name: The absorption cross sections and (if applicatpgntum yields for the photolysis
reaction are given by Carter (2010a), wheman¥" indicates the photolysis set used. If a
"gy=number or coefficient name" notation is given, the number or coefficient givihe overall
guantum yield, which is assumed to be wavelengthpendent.

Coef =name: The rate constant is given by the coefficienuealThe names and values or methods
used to calculate coefficients related to SOA fdromaare given in Table 2.

Same K as Rxn xxxx: This reaction has the samectstant as the reaction whose label is given.

K is variable parameter RO2RO (or RO2XRO): Seedatdft010a) for a discussion of these xPROD
operators and how their rate constants are cagmlldthe parameter RO2RO is calculated from
rates of reactions of the peroxy radicals that fatkoxy radicals, primarily reactions with NO but
to some extent reactions with other peroxy radjeatile RO2XRO is calculated from the rates of
reactions that form other species, primarily readiwith HQ and also to some extent with other
peroxy radicals. These parameters are updatedcht ttme step of the simulation based on
calculated peroxy radical concentrations.

Depends on Mw, T, and PMrad: The method used toulzk the rates of the condensation
reactions, which depend on the molecular weighigaed to the PM model species, the
temperature, and the average particle size, isxgiveTable 2.

Depends on Kp's: The rate constant from this ntioleaeaction is calculated as given in Equations
(I) or (Il) in the section on modeling PM formati@md nucleation. It depends on the parameters
NCratel, MaxNucM, and the partitioning coefficiemtsthe reacting species. If both of the species
are non-volatile, then it is given by NCratel. Ifilp one of the species is non-volatile, it is
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Table A-5 (continued

calculated using NCratel / (1 + [MaxNucM / Kp]), afe Kp is the partitioning coefficient of the
more volatile species.

[c] Footnotes discussing the source of the reacthrate constants used are as follows:

1

The gas-phase mechanism is that given by CantHHzo (2012) except as indicated in other
footnotes. A second footnote, if present, indicdted SOA-forming products have been added,
but these additions will not affect the gas-phassligtions.

The yields of yRAOOH and xCNDp2 have been adpustefit the PM data in the experiments
with this compound. If yYRAOOH is reduced less thamvalue used in the gas-phase mechanism,
the yield of yR60OOH is increased to keep the thyalroperoxide yields the same. (There are no
cases where the yRAOOH yield that fit the SOA dateeeded that predicted by the gas-phase
mechanism.)

The vyields of yYRAOOHp and xCNDp2p are adjusteskldaon model simulations of experiments
with phenolic compounds as discussed in the teke Vield of yR60OOH in the gas-phase
mechanism is not modified.

The yield of CNDp2p in the OH reaction is adjdsteased on model simulations of the
experiments with the phenolic compounds as discuss¢he text. Condensable hydroperoxide
formation is assumed not to be significant.

See Table 2 and the discussion in the sectianadeling PM formation for the methods used to
calculate rates of reactions representing condensavaporation, and nucleation of condensable
species. The first reaction represents condensadiwh its rate constant depends on the
temperature, molecular weight, temperature and &dilus but not the partitioning coefficient.
The second reaction represents evaporation andsisnged to be negligible for non-volatile
compounds. If non-negligible it is calculated fréime rate constant for the condensation reaction
and the partitioning coefficient assigned for thedel species, which is given in Table 8. The
third and subsequent reactions represent nucleatnmh their rate constants depend on the
nucleation parameters discussed in Table 2 angbdhitioning coefficient as discussed in the
text.

Rate constant derived from the rate constantifercondensation reaction and the partitioning
coefficient as discussed in the text. The partitigrcoefficients are given in Table 8 and were
derived fit the chamber data as discussed in tktie The adjusted values are highly approximate
and the data could probably be fit approximatelyvalf using different coefficients and yields if
the partitioning coefficient is within approximagean order of magnitude of the values given on
Table 8.

These reactions are used to representation tiocleand their rate constants are derived as
discussed in Table 2 and the discussion of thaosecn modeling PM formation. The rate
constant depends on the Kp values of the nucleapegies except for those that are assumed to
be non-volatile. If both nucleating species are-nolatile, then the nucleation rate constant is the
maximum value of NCratel (see Table 2).

The same gas-phase reactions are used for thesl nap@cies representing condensable
hydroperoxides formed from the phenols as usedpbase mechanism for the model species
(RAOOH) representing condensable hydroperoxidesn fraromatic hydrocarbons (Carter,

2010a,b; Carter and Heo, 2012).

The SOA data are simulated reasonably well ifcitredensable species represented by RAOOHp
species are assumed to be non-volatile, so theyreated as non-volatile in the mechanism for
simplicity.

These reactions represent loss of PM to the chamdblls. The rate constant, PMwall, is derived
for each experiment based on analysis of the PMbeurdata as discussed in the section on
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Table A-5 (continued

particle wall loss characterization and correctionsthe Experimental and Characterization
Results section of this report.

10 These represent nucleation reactions involvimgractions of different condensable model
species. The rate constant depends on the Kp vidudke individual species as discussed in
Table 2.

11 This is used to represent CNDp2 formation (feilmy reactions of peroxy radicals) from the
reactions of the model species AFG3. To avoid lawaparate AFG3 model species in the
mechanisms with different CNDp2 yields for eachnaatic, a separate model species, AFG3C,
which forms CNDp2 with 100% vyields and whose yiel® adjusted separately for each
aromatic hydrocarbon, is used for this purposerdts constants are the same as those used for
the corresponding reaction of AFG3

13 This represents loss of particles on the chamia#ls. The rate constant parameter, PMwall, is
derived for each experiment from the particle nundsa as discussed in the Experimental and
Characterization Results section of this report.

14 These reactions are added to represent bacldyfMnformation as discussed in the section on
background PM formation in the Experimental andr@b@rization Results section of this report.
The model species CNDWPRE represents the compdandst off-gassed from the walls with a
rate constant given by the N@hotolysis rate - the PM offgasing rate parametei-1. The
latter is derived based on PPM-I values that bdstrefsults of pure air and J-air
characterization experiments as discussed in thie Tde rate constant for the reactions of
CNDWPRE with OH is estimated. The model species @N&hd pmCNDW represent the gas-
and pm-phase condensable species formed from CNIBA#PH it is assumed to be non-volatile
for simplicity and because it gives adequate sitrala of the data. The molecular weight is
arbitrarily assigned 200 gm/mole; using differeatues would change the PPM-I values that fit
the data by a constant factor but not the resdiltkeomodel simulations using the PPM-| values
adjusted to fit the data.

15 Mechanisms derived by averaging parameters at&tirfor the compounds listed on Table 11 as
discussed in the section on lumped mechanismsriireal models.
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Figure A-3. Plots of SOA mechanism evaluation rssfdr benzene and toluene.
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Ethyl Benzene
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Figure A-4. Plots of SOA mechanism evaluation rassfar ethyl and n-propyl benzenes.
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Isopropyl Benzene
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Figure A-5. Plots of SOA mechanism evaluation rssfar isopropyl benzene and o-xylene.
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Figure A-6. Plots of SOA mechanism evaluation rssigr m- and p-xylenes.
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o-Ethyl Toluene
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Figure A-7. Plots of SOA mechanism evaluation rssigr o- and m-ethyl toluene.
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p-Ethyl Toluene
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Figure A-8. Plots of SOA mechanism evaluation rissiar p-ethyl toluene and 1,2,3-trimethylbenzene.
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1,2.4-Trimethyl Benzene
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Figure A-9. Plots of SOA mechanism evaluation rssfar 1,2,4- and 1,3,5-trimethylbenzenes.
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Phenol
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Figure A-10.  Plots of SOA mechanism evaluation ltedar phenol and o-cresol.
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m-Cresol
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Figure A-11.  Plots of SOA mechanism evaluation ltesfor m- and p-cresols.
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2,4-Dimethyl Phenol
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Figure A-12.  Plots of SOA mechanism evaluation ltedor 2,4- and 2,6-dimethyl phenols.
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3,5-Dimethyl Phenol
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Figure A-13.  Plots of SOA mechanism evaluation ltsdor 3,5-dimethyl phenol.

173



